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>~ WEB SITE FOR DATA AND COMPUTER
CommunicAaTions, EIGHTH EDITION

The Web site at WilliamStallings.com/DCC/DCC8e.html provides support for instructors and
students using the book. It includes the following elements.

-

‘@’ Course Support Materials

b

The course support materials include

¢ Copies of figures from the book in PDF format

e A detailed set of course notes in PDF format suitable for student handout or
for use as viewgraphs

¢ A set of PowerPoint slides for use as lecture aids

e Computer Science Student Support Site: contains a number of links and
documents that the student may find useful in his/her ongoing computer
science education. The site includes a review of basic, relevant mathematics;
advice on research, writing, and doing homework problems; links to
computer science research resources, such as report repositories and
bibliographies; and other useful links.

e An errata sheet for the book, updated at most monthly

DCC Courses

The DCC8e Web site includes links to Web sites for courses taught using the book. These
sites can provide useful ideas about scheduling and topic ordering, as well as a number of
useful handouts and other materials.

Useful Web Sites

The DCC8e Web site includes links to relevant Web sites, organized by chapter. The links
cover a broad spectrum of topics and will enable students to explore timely issues in greater
depth.

iv
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Supplemental Documents

The DCC8e Web site includes a number of documents that expand on the treatment in the
book. Topics include standards organizations, Sockets, TCP/IP checksum, ASCII, and the
sampling theorem.

Internet Mailing List

An Internet mailing list is maintained so that instructors using this book can exchange infor-
mation, suggestions, and questions with each other and the author. Subscription information
is provided at the book’s Web site.

Simulation and Modeling Tools

The Web site includes links to the cnet Web site and the modeling tools Web site. These pack-
ages can be used to analyze and experiment with protocol and network design issues. Each
site includes downloadable software and background information. The instructor’s manual
includes more information on loading and using the software and suggested student projects.
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PREFACE

Begin at the beginning and go on till you come to the end; then stop.

—Alice in Wonderland, Lewis Carroll

OBJECTIVES

This book attempts to provide a unified overview of the broad field of data and computer com-
munications. The organization of the book reflects an attempt to break this massive subject
into comprehensible parts and to build, piece by piece, a survey of the state of the art. The book
emphasizes basic principles and topics of fundamental importance concerning the technology
and architecture of this field and provides a detailed discussion of leading-edge topics.

The following basic themes serve to unify the discussion:

e Principles: Although the scope of this book is broad, there are a number of
basic principles that appear repeatedly as themes and that unify this field.
Examples are multiplexing, flow control, and error control. The book highlights
these principles and contrasts their application in specific areas of technology.

¢ Design approaches: The book examines alternative approaches to meeting
specific communication requirements.

e Standards: Standards have come to assume an increasingly important, indeed
dominant, role in this field. An understanding of the current status and future
direction of technology requires a comprehensive discussion of the related
standards.

INTENDED AUDIENCE

The book is intended for both an academic and a professional audience. For the professional
interested in this field, the book serves as a basic reference volume and is suitable for self-study.
As a textbook, it can be used for a one-semester or two-semester course. It covers the material
in Networking (NET), a core area in the Information Technology body of knowledge, which
is part of the Draft ACM/IEEE/AIS Computing Curricula 2005. The book also covers the
material in Computer Networks (CE-NWK), a core area in Computer Engineering 2004
Curriculum Guidelines from the ACM/IEEE Joint Task Force on Computing Curricula.

PLAN OF THE TEXT

The book is divided into six parts (see Chapter 0):

e Overview
e Data Communications
® Wide Area Networks

XV
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¢ Local Area Networks
e Internet and Transport Protocols
e Internet Applications
In addition, the book includes an extensive glossary, a list of frequently used acronyms,
and a bibliography. Each chapter includes problems and suggestions for further reading.
The chapters and parts of the book are sufficiently modular to provide a great deal of flex-
ibility in the design of courses. See Chapter 0 for a number of detailed suggestions for both
top-down and bottom-up course strategies.

INSTRUCTIONAL SUPPORT MATERIALS

To support instructors, the following materials are provided:
¢ Solutions Manual: Solutions to all end-of-chapter Review Questions and
Problems.
* PowerPoint Slides: A set of slides covering all chapters, suitable for use in
lecturing.
¢ PDF files: Reproductions of all figures and tables from the book.
¢ Projects Manual: Suggested project assignments for all of the project cate-
gories listed below.
Instructors may contact their Pearson Education or Prentice Hall representative for
access to these materials.
In addition, the book’s Web site supports instructors with:
¢ Links to Webs sites for other courses being taught using this book
e Sign up information for an Internet mailing list for instructors

INTERNET SERVICES FOR INSTRUCTORS AND STUDENTS

There is a Web site for this book that provides support for students and instructors.
The site includes links to other relevant sites, transparency masters of figures in the book,
and sign-up information for the book’s Internet mailing list. The Web page is at
WilliamStallings.com/DCC/DCC8e.html; see the section, Web Site for Data and Computer
Communications, preceding the Table of Contents, for more information. An Internet mail-
ing list has been set up so that instructors using this book can exchange information, sug-
gestions, and questions with each other and with the author. As soon as typos or other errors
are discovered, an errata list for this book will be available at WilliamStallings.com.

PROJECTS AND OTHER STUDENT EXERCISES

For many instructors, an important component of a data communications or networking
course is a project or set of projects by which the student gets hands-on experience to rein-
force concepts from the text. This book provides an unparalleled degree of support for
including a projects component in the course. The instructor’s supplement not only includes
guidance on how to assign and structure the projects but also includes a set of User’s
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Manuals for various project types plus specific assignments, all written especially for this
book. Instructors can assign work in the following areas:

e Practical exercises: Using network commands, the student gains experience in
network connectivity.

¢ Sockets programming projects: The book is supported by a detailed descrip-
tion of Sockets available at the book’s Web site. The Instructors supplement
includes a set of programming projects. Sockets programming is an “easy”
topic and one that can result in very satisfying hands-on projects for students.

¢ Ethereal projects: Ethereal is a protocol analyzer that enables students to
study the behavior of protocols.

¢ Simulation projects: The student can use the simulation package cnet to
analyze network behavior.

¢ Performance modeling projects: Two performance modeling techniques are
provided a tools package and OPNET.

* Research projects: The instructor’s supplement includes a list of suggested
research projects that would involve Web and literature searches.

¢ Reading/report assignments: The instructor’s supplement includes a list of
papers that can be assigned for reading and writing a report, plus suggested
assignment wording.

e Writing assignments: The instructor’s supplement includes a list of writing
assignments to facilitate learning the material.

e Discussion topics: These topics can be used in a classroom, chat room, or
message board environment to explore certain areas in greater depth and to
foster student collaboration.

This diverse set of projects and other student exercises enables the instructor to use the
book as one component in a rich and varied learning experience and to tailor a course plan
to meet the specific needs of the instructor and students. See Appendix B for details.

WHAT’S NEW IN THE EIGHTH EDITION

This eighth edition is seeing the light of day less than four years after the publication of the
seventh edition. During that time, the pace of change in this field continues unabated. In this
new edition, I try to capture these changes while maintaining a broad and comprehensive
coverage of the entire field. To begin the process of revision, the seventh edition of this book
was extensively reviewed by a number of professors who teach the subject. The result is that,
in many places, the narrative has been clarified and tightened, and illustrations have been
improved. Also, a number of new “field-tested” problems have been added.

Beyond these refinements to improve pedagogy and user friendliness, there have been
major substantive changes throughout the book. Every chapter has been revised, new
chapters have been added, and the overall organization of the book has changed.
Highlights include:

¢ Updated coverage of Gigabit Ethernet and 10-Gbps Ethernet: New details of
these standards are provided.

e Updated coverage of WIiFi/IEEE 802.11 wireless LANs: IEEE 802.11 and the
related WiFi specifications have continued to evolve.
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* New coverage of IP performance metrics and service level agreements
(SLAs): These aspects of Quality of Service (QoS) and performance monitor-
ing are increasingly important.

* Address Resolution Protocol (ARP): This important protocol is now covered.

e New coverage of TCP Tahoe, Reno, and NewReno: These congestion control
algorithms are now common in most commercial implementations.

e Expanded coverage of security: Chapter 21 is more detailed; other chapters
provide overview of security for the relevant topic. Among the new topics are
Wi-Fi Protected Access (WPA) and the secure hash algorithm SHA-512.

* Domain Name System (DNS): This important scheme is now covered.

* New coverage of multimedia: Introductory section in Chapter 2; detailed cov-
erage in Chapter 24. Topics covered include video compression, SIP, and RTP.

¢ Online appendices: Fourteen online appendices provide additional detail on
important topics in the text, including Sockets programming, queuing models,
the Internet checksum, a detailed example of TCP/IP operation, and the BNF
grammar.

In addition, throughout the book, virtually every topic has been updated to reflect the
developments in standards and technology that have occurred since the publication of the
seventh edition.

ACKNOWLEDGMENTS

This new edition has benefited from review by a number of people, who gave generously of
their time and expertise. The following people reviewed all or a large part of the manuscript:
Xin Liu- (UC, Davis), Jorge Cobb, Andras Farago, Dr. Prasant Mohapatra (UC Davis), Dr.
Jingxian Wu (Sonoma State University), G. R. Dattareya (UT Dallas), Guanling Chen
(Umass, Lowell), Bob Roohaprvar (Cal State East Bay), Ahmed Banafa (Cal State East
Bay), Ching-Chen Lee (CSU Hayward), and Daji Qaio (Iowa State).

Thanks also to the many people who provided detailed technical reviews of a single chap-
ter: Dave Tweed, Bruce Lane, Denis McMahon, Charles Freund, Paul Hoadley, Stephen Ma,
Sandeep Subramaniam, Dragan Cvetkovic, Fernando Gont, Neil Giles, Rajesh Thundil, and
Rick Jones. In addition, Larry Owens of California State University and Katia Obraczka of
the University of Southern California provided some homework problems.

Thanks also to the following contributors. Zornitza Prodanoff of the University of North
Florida prepared the appendix on Sockets programming. Michael Harris of the University
of South Florida is responsible for the Ethereal exercises and user’s guide. Lawrie Brown of
the Australian Defence Force Academy of the University of New South Wales produced the
PPT lecture slides.
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2 CHAPTER 0 / READER’S AND INSTRUCTOR’S GUIDE

“In the meanwhile, then,” demanded Li-loe, “relate to me the story to which reference
has been made, thereby proving the truth of your assertion, and at the same time
affording an entertainment of a somewhat exceptional kind.”

“The shadows lengthen,” replied Kai Lung, “but as the narrative in

question is of an inconspicuous span I will raise no barrier against your flattering
request, especially as it indicates an awakening taste

hitherto unexpected.”

—Kai Lung’s Golden Hours, Earnest Bramah

This book, with its accompanying Web site, covers a lot of material. Here we give
the reader some basic background information.

0.1 OUTLINE OF THE BOOK

The book is organized into five parts:

Part One. Overview: Provides an introduction to the range of topics covered in
the book. This part includes a general overview of data communications and net-
working and a discussion of protocols, OSI, and the TCP/IP protocol suite.

Part Two. Data Communications: Concerned primarily with the exchange of
data between two directly connected devices. Within this restricted scope, the key
aspects of transmission, interfacing, link control, and multiplexing are examined.

Part Three. Wide Area Networks: Examines the internal mechanisms and
user-network interfaces that have been developed to support voice, data, and
multimedia communications over long-distance networks. The traditional tech-
nologies of packet switching and circuit switching are examined, as well as the
more recent ATM and wireless WANS. Separate chapters are devoted to routing
and congestion control issues that are relevant both to switched data networks
and to the Internet.

Part Four. Local Area Networks: Explores the technologies and architectures
that have been developed for networking over shorter distances. The transmis-
sion media, topologies, and medium access control protocols that are the key
ingredients of a LAN design are explored and specific standardized LAN sys-
tems examined.

Part Five. Networking Protocols: Explores both the architectural principles and
the mechanisms required for the exchange of data among computers, worksta-
tions, servers, and other data processing devices. Much of the material in this part
relates to the TCP/IP protocol suite.

Part Six. Internet Applications: Looks at a range of applications that operate
over the Internet.

A more detailed, chapter-by-chapter summary of each part appears at the
beginning of that part.
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0.2 ROADMAP

Course Emphasis

The material in this book is organized into four broad categories: data transmission
and communication; communications networks; network protocols; and applica-
tions and security. The chapters and parts of the book are sufficiently modular to
provide a great deal of flexibility in the design of courses. The following are
suggestions for three different course designs:

* Fundamentals of Data Communications: Parts One (overview) and Two (data
communications) and Chapters 10 and 11 (circuit switching, packet switching,
and ATM).

¢ Communications Networks: If the student has a basic background in data
communications, then this course could cover Parts One (overview), Three
(WAN), and Four (LAN).

e Computer Networks: If the student has a basic background in data communi-
cations, then this course could cover Part One (overview), Chapters 6 and 7
(data communication techniques and data link control), Part Five (protocols),
and part or all of Part Six (applications).

In addition, a more streamlined course that covers the entire book is possible
by eliminating certain chapters that are not essential on a first reading. Chapters
that could be optional are Chapters 3 (data transmission) and 4 (transmission
media), if the student has a basic understanding of these topics; Chapter 8 (multi-
plexing); Chapter 9 (spread spectrum); Chapters 12 through 14 (routing, congestion
control, cellular networks); Chapter 18 (internetworking); and Chapter 21 (network
security).

Bottom-Up versus Top-Down

The book is organized in a modular fashion. After reading Part One, the other parts
can be read in a number of possible sequences. Figure 0.1a shows the bottom-up
approach provided by reading the book from front to back. With this approach, each
part builds on the material in the previous part, so that it is always clear how a given
layer of functionality is supported from below. There is more material than can be
comfortably covered in a single semester, but the book’s organization makes it easy
to eliminate some chapters and maintain the bottom-up sequence. Figure 0.1b
suggests one approach to a survey course.

Some readers, and some instructors, are more comfortable with a top-down
approach. After the background material (Part One), the reader continues at the
application level and works down through the protocol layers. This has the advan-
tage of immediately focusing on the most visible part of the material, the applica-
tions, and then seeing, progressively, how each layer is supported by the next layer
down. Figure 0.1c is an example of a comprehensive treatment and Figure 0.1d is an
example of a survey treatment.
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Part One
Overview (1, 2)

Part Two
Data Communications

Part Two
Data Communications (3, 6, 7, 8)

Part Three
Wide Area Networks

Part Three
WANS (10, 12)

Part Four
Local Area Networks

Part Four
LANs (15)

Part Five
Internet and Transport Protocols

Part Five
TCP/IP (18, 20)

Part Six
Internet Applications

(a) A bottom-up approach

Part One
Overview

(b) Another bottom-up approach

|
Chapter 18
The Internet Protocol

Part One
Overview

Part Six
Internet Applications

|
Chapter 18
The Internet Protocol

Part Six
Internet Applications
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Figure 0.1 Suggested Reading Orders

Finally, it is possible to select chapters to reflect specific teaching objectives by
not sticking to a strict chapter ordering. We give two examples used in courses
taught with the seventh edition. One course used the sequence Part One
(Overview); Chapter 3 (Data Transmission); Chapter 6 (Digital Data Communica-
tions Techniques); Chapter 7 (Data Link Control); Chapter 15 (LAN Overview);
Chapter 16 (High-Speed LANSs); Chapter 10 (Circuit and Packet Switching);
Chapter 12 (Routing); Chapter 18 (Internet Protocols); and Chapter 19 (Internet
Operation). The other course used the sequence Part One (Overview); Chapter 3
(Data Transmission); Chapter 4 (Guided and Wireless Transmission); Chapter 5
(Signal Encoding Techniques); Chapter 8 (Multiplexing); Chapter 15 (LAN
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Overview); Chapter 16 (High-Speed LANSs); Chapter 10 (Circuit and Packet
Switching); Chapter 20 (Transport Protocols); Chapter 18 (Internet Protocols); and
Chapter 19 (Internet Operation).

0.3 INTERNET AND WEB RESOURCES

There are a number of resources available on the Internet and the Web to support
this book and to help one keep up with developments in this field.

Web Sites for This Book

A special Web page has been set up for this book at WilliamStallings.com/DCC/
DCC8e.html. See the two-page layout at the beginning of this book for a detailed
description of that site.

As soon as any typos or other errors are discovered, an errata list for this book
will be available at the Web site. Please report any errors that you spot. Errata
sheets for my other books are at WilliamStallings.com.

I also maintain the Computer Science Student Resource Site, at
WilliamStallings.com/StudentSupport.html. The purpose of this site is to provide docu-
ments, information, and links for computer science students and professionals. Links
and documents are organized into four categories:

¢ Math: Includes a basic math refresher, a queuing analysis primer, a number
system primer, and links to numerous math sites

e How-to: Advice and guidance for solving homework problems, writing techni-
cal reports, and preparing technical presentations

* Research resources: Links to important collections of papers, technical
reports, and bibliographies

e Miscellaneous: A variety of useful documents and links

Other Web Sites

There are numerous Web sites that provide information related to the topics of this
book. In subsequent chapters, pointers to specific Web sites can be found in the
Recommended Reading and Web Sites section. Because the addresses for Web sites
tend to change frequently, I have not included URLs in the book. For all of the Web
sites listed in the book, the appropriate link can be found at this book’s Web site.
Other links not mentioned in this book will be added to the Web site over time.

The following are Web sites of general interest related to data and computer
communications:

¢ Network World: Information and links to resources about data communica-
tions and networking.

e IETF: Maintains archives that relate to the Internet and IETF activities.
Includes keyword-indexed library of RFCs and draft documents as well as
many other documents related to the Internet and related protocols.
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* Vendors: Links to thousands of hardware and software vendors who currently
have Web sites, as well as a list of thousands of computer and networking com-
panies in a phone directory.

e IEEE Communications Society: Good way to keep up on conferences, publi-
cations, and so on.

* ACM Special Interest Group on Communications (SIGCOMM): Good way
to keep up on conferences, publications, and so on.

¢ International Telecommunications Union: Contains a listing of ITU-T recom-
mendations, plus information on obtaining ITU-T documents in hard copy or
on DVD.

¢ International Organization for Standardization: Contains a listing of ISO
standards, plus information on obtaining ISO documents in hard copy or on
CD-ROM.

e CommWeb: Links to vendors, tutorials, and other useful information.

¢ CommsDesign: Lot of useful articles, tutorials, and product information. A bit
hard to navigate, but worthwhile.

USENET Newsgroups

A number of USENET newsgroups are devoted to some aspect of data communi-
cations, networks, and protocols. As with virtually all USENET groups, there is a
high noise-to-signal ratio, but it is worth experimenting to see if any meet your
needs. The most relevant are as follows:

¢ comp.dcom.lans, comp.dcom.lans.misc: General discussions of LANs

¢ comp.dcom.lans.ethernet: Covers Ethernet, Ethernet-like systems, and the IEEE
802.3 CSMA/CD standards

* comp.std.wireless: General discussion of wireless networks, including wireless
LANs

* comp.security.misc: Computer security and encryption
¢ comp.dcom.cell-relay: Covers ATM and ATM LANs
* comp.dcom.frame-relay: Covers frame relay networks

¢ comp.dcom.net-management: Discussion of network management applications,
protocols, and standards

e comp.protocols.tep-ip: The TCP/IP protocol suite

0.4 STANDARDS

It has long been accepted in the telecommunications industry that standards are
required to govern the physical, electrical, and procedural characteristics of com-
munication equipment. In the past, this view has not been embraced by the com-
puter industry. Whereas communication equipment vendors recognize that their
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equipment will generally interface to and communicate with other vendors’ equip-
ment, computer vendors have traditionally attempted to monopolize their cus-
tomers. The proliferation of computers and distributed processing has made that an
untenable position. Computers from different vendors must communicate with
each other and, with the ongoing evolution of protocol standards, customers will no
longer accept special-purpose protocol conversion software development. The
result is that standards now permeate all of the areas of technology discussed in
this book.

There are a number of advantages and disadvantages to the standards-making
process. We list here the most striking ones. The principal advantages of standards
are as follows:

¢ A standard assures that there will be a large market for a particular piece of
equipment or software. This encourages mass production and, in some cases,
the use of large-scale-integration (LSI) or very-large-scale-integration (VLSI)
techniques, resulting in lower costs.

e A standard allows products from multiple vendors to communicate, giving the
purchaser more flexibility in equipment selection and use.

The principal disadvantages are as follows:

e A standard tends to freeze the technology. By the time a standard is devel-
oped, subjected to review and compromise, and promulgated, more efficient
techniques are possible.

¢ There are multiple standards for the same thing. This is not a disadvantage of
standards per se, but of the current way things are done. Fortunately, in recent
years the various standards-making organizations have begun to cooperate
more closely. Nevertheless, there are still areas where multiple conflicting
standards exist.

Throughout this book, we describe the most important standards in use or
being developed for various aspects of data and computer communications. Various
organizations have been involved in the development or promotion of these stan-
dards. The following are the most important (in the current context) of these orga-
nizations:

o Internet Society: The Internet SOCiety (ISOC) is a professional member-
ship society with more than 150 organizational and 6000 individual mem-
bers in over 100 countries. It provides leadership in addressing issues that
confront the future of the Internet and is the organization home for the
groups responsible for Internet infrastructure standards, including the
Internet Engineering Task Force (IETF) and the Internet Architecture
Board (IAB). All of the RFCs and Internet standards are developed
through these organizations.

e IEEE 802: The IEEE (Institute of Electrical and Electronics Engineers) 802
LAN/MAN Standards Committee develops local area network standards and
metropolitan area network standards. The most widely used standards are for
the Ethernet family, wireless LAN, bridging, and virtual bridged LANs. An
individual working group provides the focus for each area.
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e ITU-T: The International Telecommunication Union (ITU) is an interna-
tional organization within the United Nations System where governments and
the private sector coordinate global telecom networks and services. The ITU
Telecommunication Standardization Sector (ITU-T) is one of the three sec-
tors of the ITU. ITU-T’s mission is the production of standards covering all
fields of telecommunications.

e ATM Forum: The ATM Forum is an international nonprofit organization
formed with the objective of accelerating the use of ATM (asynchronous
transfer mode) products and services through a rapid convergence of interop-
erability specifications. In addition, the Forum promotes industry cooperation
and awareness.

* ISO: The International Organization for Standardization (ISO)! is a world-
wide federation of national standards bodies from more than 140 countries,
one from each country. ISO is a nongovernmental organization that promotes
the development of standardization and related activities with a view to facili-
tating the international exchange of goods and services, and to developing
cooperation in the spheres of intellectual, scientific, technological, and eco-
nomic activity. ISO’s work results in international agreements that are pub-
lished as International Standards.

A more detailed discussion of these organizations is contained in Appendix D.

ISO is not an acronym (in which case it would be IOS), but a word, derived from the Greek, meaning
equal.
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PART ONE

The purpose of Part One is to provide a background and context for the
remainder of this book. The broad range of topics that are encompassed in the
field of data and computer communications is introduced, and the fundamental
concepts of protocols and protocol architectures are examined.

ROAD MAP FOR PART ONE

Chapter 1 Data Communications, Data Networks, and
The Internet

Chapter 1 provides an overview of Parts Two through Four of the book, giving the
“big picture.” In essence, the book deals with four topics: data communications
over a transmission link; wide area networks; local area networks; and protocols
and the TCP/IP protocol architecture. Chapter 1 provides a preview of the first
three of these topics.

Chapter 2 Protocol Architecture, TCP/IP, and
Internet-Based Applications

Chapter 2 discusses the concept protocol architectures. This chapter can be read
immediately following Chapter 1 or deferred until the beginning of Part Three,
Four, or Five. After a general introduction, the chapter deals with the two most
important protocol architectures: the Open Systems Interconnection (OSI) model
and TCP/IP. Although the OSI model is often used as the framework for discourse in
this area, it is the TCP/IP protocol suite that is the basis for most commercially avail-
able interoperable products and that is the focus of Parts Five and Six of this book.
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The fundamental problem of communication is that of reproducing at one
point either exactly or approximately a message selected at another point.

—The Mathematical Theory of Communication, Claude Shannon

KEY POINTS

e The scope of this book is broad, covering three general areas: data
communications, networking, and protocols; the first two are intro-
duced in this chapter.

e Data communications deals with the transmission of signals in a reli-
able and efficient manner. Topics covered include signal transmission,
transmission media, signal encoding, interfacing, data link control, and
multiplexing.

* Networking deals with the technology and architecture of the com-
munications networks used to interconnect communicating devices.
This field is generally divided into the topics of local area networks
(LANSs) and wide area networks (WANS).

The 1970s and 1980s saw a merger of the fields of computer science and data
communications that profoundly changed the technology, products, and compa-
nies of the now combined computer-communications industry. The computer-
communications revolution has produced several remarkable facts:

e There is no fundamental difference between data processing (computers)
and data communications (transmission and switching equipment).

e There are no fundamental differences among data, voice, and video com-
munications.

¢ The distinction among single-processor computer, multiprocessor computer,
local network, metropolitan network, and long-haul network has blurred.

One effect of these trends has been a growing overlap of the computer and
communications industries, from component fabrication to system integration.
Another result is the development of integrated systems that transmit and process
all types of data and information. Both the technology and the technical standards
organizations are driving toward integrated public systems that make virtually all
data and information sources around the world easily and uniformly accessible.

This book aims to provide a unified view of the broad field of data and
computer communications. The organization of the book reflects an attempt to
break this massive subject into comprehensible parts and to build, piece by
piece, a survey of the state of the art. This introductory chapter begins with a
general model of communications. Then a brief discussion introduces each of
the Parts Two through Four of this book. Chapter 2 provides an overview to
Parts Five and Six

11
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1.1 DATA COMMUNICATIONS AND NETWORKING FOR

TODAY’S ENTERPRISE

Effective and efficient data communication and networking facilities are vital to any
enterprise. In this section, we first look at trends that are increasing the challenge for
the business manager in planning and managing such facilities. Then we look specif-
ically at the requirement for ever-greater transmission speeds and network capacity.

Trends

Three different forces have consistently driven the architecture and evolution of
data communications and networking facilities: traffic growth, development of new
services, and advances in technology.

Communication traffic, both local (within a building or building complex) and
long distance, both voice and data, has been growing at a high and steady rate for
decades. The increasing emphasis on office automation, remote access, online
transactions, and other productivity measures means that this trend is likely to con-
tinue. Thus, managers are constantly struggling to maximize capacity and minimize
transmission costs.

As businesses rely more and more on information technology, the range of
services expands. This increases the demand for high-capacity networking and trans-
mission facilities. In turn, the continuing growth in high-speed network offerings
with the continuing drop in prices encourages the expansion of services. Thus,
growth in services and growth in traffic capacity go hand in hand. Figure 1.1 gives
some examples of information-based services and the data rates needed to support
them [ELSAO02].

Finally, trends in technology enable the provision of increasing traffic capacity
and the support of a wide range of services. Four technology trends are particularly
notable:

1. The trend toward faster and cheaper, both in computing and communications,
continues. In terms of computing, this means more powerful computers and
clusters of computers capable of supporting more demanding applications,
such as multimedia applications. In terms of communications, the increasing
use of optical fiber has brought transmission prices down and greatly
increased capacity. For example, for long-distance telecommunication and
data network links, recent offerings of dense wavelength division multiplexing
(DWDM) enable capacities of many terabits per second. For local area net-
works (LANs) many enterprises now have Gigabit Ethernet backbone net-
works and some are beginning to deploy 10-Gbps Ethernet.

2. Both voice-oriented telecommunications networks, such as the public switched
telephone network (PSTN), and data networks, including the Internet, are more
“intelligent” than ever. Two areas of intelligence are noteworthy. First, today’s
networks can offer differing levels of quality of service (QoS), which include
specifications for maximum delay, minimum throughput, and so on. Second,
today’s networks provide a variety of customizable services in the areas of net-
work management and security.
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3.

The Internet, the Web, and associated applications have emerged as dominant
features of both the business and personal world, opening up many opportunities
and challenges for managers. In addition to exploiting the Internet and the Web
to reach customers, suppliers, and partners, enterprises have formed intranets and
extranets' to isolate their proprietary information free from unwanted access.

There has been a trend toward ever-increasing mobility for decades, liberating
workers from the confines of the physical enterprise. Innovations include
voice mail, remote data access, pagers, fax, e-mail, cordless phones, cell phones
and cellular networks, and Internet portals. The result is the ability of employ-
ees to take their business context with them as they move about. We are now
seeing the growth of high-speed wireless access, which further enhances the
ability to use enterprise information resources and services anywhere.

'Briefly, an intranet uses Internet and Web technology in an isolated facility internal to an enterprise; an
extranet extends a company’s intranet out onto the Internet to allow selected customers, suppliers, and
mobile workers to access the company’s private data and applications.
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Data Transmission and Network Capacity Requirements

Momentous changes in the way organizations do business and process information
have been driven by changes in networking technology and at the same time have
driven those changes. It is hard to separate chicken and egg in this field. Similarly,
the use of the Internet by both businesses and individuals reflects this cyclic depen-
dency: the availability of new image-based services on the Internet (i.e., the Web)
has resulted in an increase in the total number of users and the traffic volume gen-
erated by each user. This, in turn, has resulted in a need to increase the speed and
efficiency of the Internet. On the other hand, it is only such increased speed that
makes the use of Web-based applications palatable to the end user.

In this section, we survey some of the end-user factors that fit into this equa-
tion. We begin with the need for high-speed LANs in the business environment,
because this need has appeared first and has forced the pace of networking develop-
ment. Then we look at business WAN requirements. Finally we offer a few words
about the effect of changes in commercial electronics on network requirements.

The Emergence of High-Speed LANs Personal computers and microcom-
puter workstations began to achieve widespread acceptance in business computing
in the early 1980s and have now achieved virtually the status of the telephone: an
essential tool for office workers. Until relatively recently, office LANs provided
basic connectivity services—connecting personal computers and terminals to main-
frames and midrange systems that ran corporate applications, and providing work-
group connectivity at the departmental or divisional level. In both cases, traffic
patterns were relatively light, with an emphasis on file transfer and electronic mail.
The LANs that were available for this type of workload, primarily Ethernet and
token ring, are well suited to this environment.

In the 1990s, two significant trends altered the role of the personal computer
and therefore the requirements on the LAN:

1. The speed and computing power of personal computers continued to enjoy explo-
sive growth. These more powerful platforms support graphics-intensive applica-
tions and ever more elaborate graphical user interfaces to the operating system.

2. MIS (management information systems) organizations have recognized the LAN
as a viable and essential computing platform, resulting in the focus on network
computing. This trend began with client/server computing, which has become a
dominant architecture in the business environment and the more recent Web-
focused intranet trend. Both of these approaches involve the frequent transfer of
potentially large volumes of data in a transaction-oriented environment.

The effect of these trends has been to increase the volume of data to be han-
dled over LANs and, because applications are more interactive, to reduce the
acceptable delay on data transfers. The earlier generation of 10-Mbps Ethernets and
16-Mbps token rings was simply not up to the job of supporting these requirements.

The following are examples of requirements that call for higher-speed LANSs:

¢ Centralized server farms: In many applications, there is a need for user, or
client, systems to be able to draw huge amounts of data from multiple central-
ized servers, called server farms. An example is a color publishing operation, in
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which servers typically contain tens of gigabytes of image data that must be
downloaded to imaging workstations. As the performance of the servers them-
selves has increased, the bottleneck has shifted to the network.

¢ Power workgroups: These groups typically consist of a small number of cooper-
ating users who need to draw massive data files across the network. Examples
are a software development group that runs tests on a new software version, or
a computer-aided design (CAD) company that regularly runs simulations of
new designs. In such cases, large amounts of data are distributed to several
workstations, processed, and updated at very high speed for multiple iterations.

* High-speed local backbone: As processing demand grows, LANs proliferate at
a site, and high-speed interconnection is necessary.

Corporate Wide Area Networking Needs As recently as the early 1990s, there
was an emphasis in many organizations on a centralized data processing model. In a
typical environment, there might be significant computing facilities at a few regional
offices, consisting of mainframes or well-equipped midrange systems. These centralized
facilities could handle most corporate applications, including basic finance, accounting,
and personnel programs, as well as many of the business-specific applications. Smaller,
outlying offices (e.g., a bank branch) could be equipped with terminals or basic personal
computers linked to one of the regional centers in a transaction-oriented environment.

This model began to change in the early 1990s, and the change accelerated
through the mid-1990s. Many organizations have dispersed their employees into multi-
ple smaller offices. There is a growing use of telecommuting. Most significant, the
nature of the application structure has changed. First client/server computing and,
more recently, intranet computing have fundamentally restructured the organizational
data processing environment. There is now much more reliance on personal computers,
workstations, and servers and much less use of centralized mainframe and midrange
systems. Furthermore, the virtually universal deployment of graphical user interfaces to
the desktop enables the end user to exploit graphic applications, multimedia, and other
data-intensive applications. In addition, most organizations require access to the Inter-
net. When a few clicks of the mouse can trigger huge volumes of data, traffic patterns
have become more unpredictable while the average load has risen.

All of these trends means that more data must be transported off premises and
into the wide area. It has long been accepted that in the typical business environ-
ment, about 80% of the traffic remains local and about 20% traverses wide area
links. But this rule no longer applies to most companies, with a greater percentage of
the traffic going into the WAN environment [COHE96]. This traffic flow shift places
a greater burden on LAN backbones and, of course, on the WAN facilities used by a
corporation. Thus, just as in the local area, changes in corporate data traffic patterns
are driving the creation of high-speed WAN:S.

Digital Electronics The rapid conversion of consumer electronics to digital
technology is having an impact on both the Internet and corporate intranets. As
these new gadgets come into view and proliferate, they dramatically increase the
amount of image and video traffic carried by networks.

Two noteworthy examples of this trend are digital versatile disks (DVDs) and
digital still cameras. With the capacious DVD, the electronics industry has at last
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found an acceptable replacement for the analog VHS videotape. The DVD has
replaced the videotape used in videocassette recorders (VCRs) and replaced the
CD-ROM in personal computers and servers. The DVD takes video into the digital
age. It delivers movies with picture quality that outshines laser disks, and it can be
randomly accessed like audio CDs, which DVD machines can also play. Vast vol-
umes of data can be crammed onto the disk, currently seven times as much as a CD-
ROM. With DVD’s huge storage capacity and vivid quality, PC games have become
more realistic and educational software incorporates more video. Following in the
wake of these developments is a new crest of traffic over the Internet and corporate
intranets, as this material is incorporated into Web sites.

A related product development is the digital camcorder. This product has
made it easier for individuals and companies to make digital video files to be placed

on corporate and Internet Web sites, again adding to the traffic burden.

1.2 A COMMUNICATIONS MODEL

This section introduces a simple model of communications, illustrated by the block
diagram in Figure 1.2a.

The fundamental purpose of a communications system is the exchange of data
between two parties. Figure 1.2b presents one particular example, which is commu-
nication between a workstation and a server over a public telephone network.
Another example is the exchange of voice signals between two telephones over the
same network. The key elements of the model are as follows:

¢ Source. This device generates the data to be transmitted; examples are tele-
phones and personal computers.

Source system

Source

Workstation

Trans-
mitter

Destination system

Trans-

S

Modem

mission
System

(a) General block diagram

Public telephone network

(b) Example

Figure 1.2 Simplified Communications Model
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¢ Transmitter: Usually, the data generated by a source system are not transmit-
ted directly in the form in which they were generated. Rather, a transmitter
transforms and encodes the information in such a way as to produce electro-
magnetic signals that can be transmitted across some sort of transmission sys-
tem. For example, a modem takes a digital bit stream from an attached device
such as a personal computer and transforms that bit stream into an analog sig-
nal that can be handled by the telephone network.

e Transmission system: This can be a single transmission line or a complex net-
work connecting source and destination.

¢ Receiver: The receiver accepts the signal from the transmission system and
converts it into a form that can be handled by the destination device. For
example, a modem will accept an analog signal coming from a network or
transmission line and convert it into a digital bit stream.

* Destination: Takes the incoming data from the receiver.

This simple narrative conceals a wealth of technical complexity. To get some
idea of the scope of this complexity, Table 1.1 lists some of the key tasks that must be
performed in a data communications system. The list is somewhat arbitrary: Ele-
ments could be added; items on the list could be merged; and some items represent
several tasks that are performed at different “levels” of the system. However, the list
as it stands is suggestive of the scope of this book.

The first item, transmission system utilization, refers to the need to make
efficient use of transmission facilities that are typically shared among a number of
communicating devices. Various techniques (referred to as multiplexing) are used to
allocate the total capacity of a transmission medium among a number of users.
Congestion control techniques may be required to assure that the system is not
overwhelmed by excessive demand for transmission services.

To communicate, a device must interface with the transmission system. All the
forms of communication discussed in this book depend on the use of electromagnetic
signals propagated over a transmission medium. Thus, once an interface is estab-
lished, signal generation is required for communication. The properties of the signal,
such as form and intensity, must be such that the signal is (1) capable of being propa-
gated through the transmission system, and (2) interpretable as data at the receiver.

Not only must the signals be generated to conform to the requirements of the
transmission system and receiver, but also there must be some form of synchronization

Table 1.1 Communications Tasks

Transmission system utilization Addressing
Interfacing Routing

Signal generation Recovery
Synchronization Message formatting
Exchange management Security

Error detection and correction Network management
Flow control
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between transmitter and receiver. The receiver must be able to determine when a signal
begins to arrive and when it ends. It must also know the duration of each signal element.

Beyond the basic matter of deciding on the nature and timing of signals, there is
a variety of requirements for communication between two parties that might be col-
lected under the term exchange management. If data are to be exchanged in both
directions over a period of time, the two parties must cooperate. For example, for two
parties to engage in a telephone conversation, one party must dial the number of the
other, causing signals to be generated that result in the ringing of the called phone. The
called party completes a connection by lifting the receiver. For data processing
devices, more will be needed than simply establishing a connection; certain conven-
tions must be decided on. These conventions may include whether both devices may
transmit simultaneously or must take turns, the amount of data to be sent at one time,
the format of the data, and what to do if certain contingencies such as an error arise.

The next two items might have been included under exchange management,
but they seem important enough to list separately. In all communications systems,
there is a potential for error; transmitted signals are distorted to some extent before
reaching their destination. Error detection and correction are required in circum-
stances where errors cannot be tolerated. This is usually the case with data process-
ing systems. For example, in transferring a file from one computer to another, it is
simply not acceptable for the contents of the file to be accidentally altered. Flow
control is required to assure that the source does not overwhelm the destination by
sending data faster than they can be processed and absorbed.

Next are the related but distinct concepts of addressing and routing. When
more than two devices share a transmission facility, a source system must indicate
the identity of the intended destination. The transmission system must assure that
the destination system, and only that system, receives the data. Further, the trans-
mission system may itself be a network through which various paths may be taken.
A specific route through this network must be chosen.

Recovery is a concept distinct from that of error correction. Recovery techniques
are needed in situations in which an information exchange, such as a database transac-
tion or file transfer, is interrupted due to a fault somewhere in the system. The objective
is either to be able to resume activity at the point of interruption or at least to restore
the state of the systems involved to the condition prior to the beginning of the exchange.

Message formatting has to do with an agreement between two parties as to the
form of the data to be exchanged or transmitted, such as the binary code for characters.

Frequently, it is important to provide some measure of security in a data com-
munications system. The sender of data may wish to be assured that only the
intended receiver actually receives the data. And the receiver of data may wish to be
assured that the received data have not been altered in transit and that the data
actually come from the purported sender.

Finally, a data communications facility is a complex system that cannot create or
run itself. Network management capabilities are needed to configure the system, mon-
itor its status, react to failures and overloads, and plan intelligently for future growth.

Thus, we have gone from the simple idea of data communication between
source and destination to a rather formidable list of data communications tasks. In
this book, we elaborate this list of tasks to describe and encompass the entire set of
activities that can be classified under data and computer communications.
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1.3 DATA COMMUNICATIONS

Following Part One, this book is organized into five parts. Part Two deals with the
most fundamental aspects of the communications function, focusing on the trans-
mission of signals in a reliable and efficient manner. For want of a better name, we
have given Part Two the title “Data Communications,” although that term arguably
encompasses some or even all of the topics of Parts Three through Six.

A Data Communications Model

To get some flavor for the focus of Part Two, Figure 1.3 provides a new perspective
on the communications model of Figure 1.2a. We trace the details of this figure using
electronic mail as an example.

Suppose that the input device and transmitter are components of a personal
computer. The user of the PC wishes to send a message m to another user. The user
activates the electronic mail package on the PC and enters the message via the key-
board (input device). The character string is briefly buffered in main memory. We
can view it as a sequence of bits (g) in memory. The personal computer is connected
to some transmission medium, such as a local network or a telephone line, by an I/O
device (transmitter), such as a local network transceiver or a modem. The input data
are transferred to the transmitter as a sequence of voltage shifts [g(¢)] representing
bits on some communications bus or cable. The transmitter is connected directly to
the medium and converts the incoming stream [g(#)] into a signal [s(¢)] suitable for
transmission; specific alternatives will be described in Chapter 5.

The transmitted signal s(¢) presented to the medium is subject to a number
of impairments, discussed in Chapter 3, before it reaches the receiver. Thus, the
received signal r(f) may differ from s(f). The receiver will attempt to estimate
the original s(7), based on r(f) and its knowledge of the medium, producing a
sequence of bits g'(¢). These bits are sent to the output personal computer, where
they are briefly buffered in memory as a block of bits (g’). In many cases, the
destination system will attempt to determine if an error has occurred and, if so,
cooperate with the source system to eventually obtain a complete, error-free block
of data. These data are then presented to the user via an output device, such as a

Digital bit Analog Analog Digital bit
stream signal signal stream
Text I UL UL I Text
Trans- Trans-
Source N mission Receiver Destination
mitter
System
Input Input data Transmitted Received Output data Output
information g signal signal g2' information
m s(?) r(f) m'

Figure 1.3 Simplified Data Communications Model
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printer or screen. The message (m') as viewed by the user will usually be an exact
copy of the original message (m).

Now consider a telephone conversation. In this case the input to the telephone
is a message (m) in the form of sound waves. The sound waves are converted by the
telephone into electrical signals of the same frequency. These signals are transmitted
without modification over the telephone line. Hence the input signal g(¢) and the
transmitted signal s(¢) are identical. The signals (¢) will suffer some distortion over
the medium, so that r(z) will not be identical to s(z). Nevertheless, the signal r(¢) is
converted back into a sound wave with no attempt at correction or improvement of
signal quality. Thus, m' is not an exact replica of m. However, the received sound
message is generally comprehensible to the listener.

The discussion so far does not touch on other key aspects of data communica-
tions, including data link control techniques for controlling the flow of data and detect-
ing and correcting errors, and multiplexing techniques for transmission efficiency.

The Transmission of Information

The basic building block of any communications facility is the transmission line.
Much of the technical detail of how information is encoded and transmitted across a
line is of no real interest to the business manager. The manager is concerned with
whether the particular facility provides the required capacity, with acceptable relia-
bility, at minimum cost. However, there are certain aspects of transmission technol-
ogy that a manager must understand to be able to ask the right questions and make
informed decisions.

One of the basic choices facing a business user is the transmission medium. For
use within the business premises, this choice is generally completely up to the busi-
ness. For long-distance communications, the choice is generally but not always made
by the long-distance carrier. In either case, changes in technology are rapidly chang-
ing the mix of media used. Of particular note are fiber optic transmission and
wireless transmission (e.g., satellite and radio). These two media are now driving the
evolution of data communications transmission.

The ever-increasing capacity of fiber optic channels is making channel capac-
ity a virtually free resource. The growth of the market for optical fiber transmission
systems since the beginning of the 1980s is without precedent. During the past
10 years, the cost of fiber optic transmission has dropped by more than an order of
magnitude, and the capacity of such systems has grown at almost as rapid a rate.
Long-distance telephone communications trunks within the United States will soon
consist almost completely of fiber optic cable. Because of its high capacity and
because of its security characteristics—fiber is almost impossible to tap—it is
becoming increasingly used within office buildings to carry the growing load of busi-
ness information. However, switching is now becoming the bottleneck. This problem
is causing radical changes in communications architecture, including asynchronous
transfer mode (ATM) switching, highly parallel processing in switches, and inte-
grated network management schemes.

The second medium—wireless transmission—is a result of the trend toward
universal personal telecommunications and universal access to communications.
The first concept refers to the ability of a person to identify himself or herself easily
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and to use conveniently any communication system in a large area (e.g., globally,
over a continent, or in an entire country) in terms of a single account. The second
refers to the capability of using one’s terminal in a wide variety of environments to
connect to information services (e.g., to have a portable terminal that will work in
the office, on the street, and on airplanes equally well). This revolution in personal
computing obviously involves wireless communication in a fundamental way.

Despite the growth in the capacity and the drop in cost of transmission facili-
ties, transmission services remain the most costly component of a communications
budget for most businesses. Thus, the manager needs to be aware of techniques that
increase the efficiency of the use of these facilities. The two major approaches to
greater efficiency are multiplexing and compression. Multiplexing refers to the abil-
ity of a number of devices to share a transmission facility. If each device needs the
facility only a fraction of the time, then a sharing arrangement allows the cost of the
facility to be spread over many users. Compression, as the name indicates, involves
squeezing the data down so that a lower-capacity, cheaper transmission facility can
be used to meet a given demand. These two techniques show up separately and in
combination in a number of types of communications equipment. The manager
needs to understand these technologies to be able to assess the appropriateness and
cost-effectiveness of the various products on the market.

Transmission and Transmission Media Information can be communicated
by converting it into an electromagnetic signal and transmitting that signal over some
medium, such as a twisted-pair telephone line. The most commonly used transmis-
sion media are twisted-pair lines, coaxial cable, optical fiber cable, and terrestrial and
satellite microwave. The data rates that can be achieved and the rate at which errors
can occur depend on the nature of the signal and the type of medium. Chapters 3 and
4 examine the significant properties of electromagnetic signals and compare the var-
ious transmission media in terms of cost, performance, and applications.

Communication Techniques The transmission of information across a trans-
mission medium involves more than simply inserting a signal on the medium. The
technique used to encode the information into an electromagnetic signal must be
determined. There are various ways in which the encoding can be done, and the
choice affects performance and reliability. Furthermore, the successful transmission
of information involves a high degree of cooperation between the various compo-
nents. The interface between a device and the transmission medium must be agreed
on. Some means of controlling the flow of information and recovering from its loss
or corruption must be used. These latter functions are performed by a data link con-
trol protocol. All these issues are examined in Chapters 5 through 7.

Transmission Efficiency A major cost in any computer/communications facility
is transmission cost. Because of this, it is important to maximize the amount of infor-
mation that can be carried over a given resource or, alternatively, to minimize the
transmission capacity needed to satisfy a given information communications require-
ment. Two ways of achieving this objective are multiplexing and compression. The two
techniques can be used separately or in combination. Chapter 8 examines the three
most common multiplexing techniques—frequency division, synchronous time divi-
sion, and statistical time division—as well as the important compression techniques.
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1.4 NETWORKS

The number of computers in use worldwide is in the hundreds of millions. More-
over, the expanding memory and processing power of these computers means that
users can put the machines to work on new kinds of applications and functions.
Accordingly, the pressure from the users of these systems for ways to communicate
among all these machines is irresistible. It is changing the way vendors think and the
way all automation products and services are sold. This demand for connectivity is
manifested in two specific requirements: the need for communications software,
which is previewed in the next section, and the need for networks.

One type of network that has become ubiquitous is the local area network
(LAN). Indeed, the LAN is to be found in virtually all medium- and large-size office
buildings. As the number and power of computing devices have grown, so have the
number and capacity of LANs to be found in an office. Although standards have
been developed that reduce somewhat the number of types of LANS, there are still
half a dozen general types of local area networks to choose from. Furthermore, many
offices need more than one such network, with the attendant problems of intercon-
necting and managing a diverse collection of networks, computers, and terminals.

Beyond the confines of a single office building, networks for voice, data, image,
and video are equally important to business. Here, too, there are rapid changes.
Advances in technology have led to greatly increased capacity and the concept of
integration. Integration means that the customer equipment and networks can deal
simultaneously with voice, data, image, and even video. Thus, a memo or report can
be accompanied by voice commentary, presentation graphics, and perhaps even a
short video introduction or summary. Image and video services impose large
demands on wide area network transmission. Moreover, as LANs become ubiqui-
tous and as their transmission rates increase, the demands on the wide area networks
to support LAN interconnection have increased the demands on wide area network
capacity and switching. On the other hand, fortunately, the enormous and ever-
increasing capacity of fiber optic transmission provides ample resources to meet
these demands. However, developing switching systems with the capacity and rapid
response to support these increased requirements is a challenge not yet conquered.

The opportunities for using networks as an aggressive competitive tool and as
a means of enhancing productivity and slashing costs are great. The manager who
understands the technology and can deal effectively with vendors of service and
equipment is able to enhance a company’s competitive position.

In the remainder of this section, we provide a brief overview of various net-
works. Parts Three and Four cover these topics in depth.

Wide Area Networks

Wide area networks generally cover a large geographical area, require the crossing
of public right-of-ways, and rely at least in part on circuits provided by a common
carrier. Typically, a WAN consists of a number of interconnected switching nodes. A
transmission from any one device is routed through these internal nodes to the
specified destination device. These nodes (including the boundary nodes) are not
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concerned with the content of the data; rather, their purpose is to provide a
switching facility that will move the data from node to node until they reach their
destination.

Traditionally, WANs have been implemented using one of two technologies:
circuit switching and packet switching. More recently, frame relay and ATM net-
works have assumed major roles.

Circuit Switching In a circuit-switching network, a dedicated communications
path is established between two stations through the nodes of the network. That
path is a connected sequence of physical links between nodes. On each link, a logi-
cal channel is dedicated to the connection. Data generated by the source station are
transmitted along the dedicated path as rapidly as possible. At each node, incoming
data are routed or switched to the appropriate outgoing channel without delay. The
most common example of circuit switching is the telephone network.

Packet Switching A quite different approach is used in a packet-switching net-
work. In this case, it is not necessary to dedicate transmission capacity along a path
through the network. Rather, data are sent out in a sequence of small chunks,
called packets. Each packet is passed through the network from node to node along
some path leading from source to destination. At each node, the entire packet is
received, stored briefly, and then transmitted to the next node. Packet-switching
networks are commonly used for terminal-to-computer and computer-to-computer
communications.

Frame Relay Packet switching was developed at a time when digital long-
distance transmission facilities exhibited a relatively high error rate compared to
today’s facilities. As a result, there is a considerable amount of overhead built into
packet-switching schemes to compensate for errors. The overhead includes addi-
tional bits added to each packet to introduce redundancy and additional processing
at the end stations and the intermediate switching nodes to detect and recover from
errors.

With modern high-speed telecommunications systems, this overhead is unnec-
essary and counterproductive. It is unnecessary because the rate of errors has been
dramatically lowered and any remaining errors can easily be caught in the end sys-
tems by logic that operates above the level of the packet-switching logic. It is coun-
terproductive because the overhead involved soaks up a significant fraction of the
high capacity provided by the network.

Frame relay was developed to take advantage of these high data rates and low
error rates. Whereas the original packet-switching networks were designed with a
data rate to the end user of about 64 kbps, frame relay networks are designed to
operate efficiently at user data rates of up to 2 Mbps. The key to achieving these
high data rates is to strip out most of the overhead involved with error control.

ATM Asynchronous transfer mode (ATM), sometimes referred to as cell relay,
is a culmination of developments in circuit switching and packet switching. ATM
can be viewed as an evolution from frame relay. The most obvious difference
between frame relay and ATM is that frame relay uses variable-length packets,
called frames, and ATM uses fixed-length packets, called cells. As with frame
relay, ATM provides little overhead for error control, depending on the inherent
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reliability of the transmission system and on higher layers of logic in the end sys-
tems to catch and correct errors. By using a fixed packet length, the processing
overhead is reduced even further for ATM compared to frame relay. The result is
that ATM is designed to work in the range of 10s and 100s of Mbps, and in the
Gbps range.

ATM can also be viewed as an evolution from circuit switching. With circuit
switching, only fixed-data-rate circuits are available to the end system. ATM
allows the definition of multiple virtual channels with data rates that are dynami-
cally defined at the time the virtual channel is created. By using small, fixed-size
cells, ATM is so efficient that it can offer a constant-data-rate channel even
though it is using a packet-switching technique. Thus, ATM extends circuit switch-
ing to allow multiple channels with the data rate on each channel dynamically set
on demand.

Local Area Networks

As with WANs, a LAN is a communications network that interconnects a variety of
devices and provides a means for information exchange among those devices. There
are several key distinctions between LANs and WANS:

1. The scope of the LAN is small, typically a single building or a cluster of build-
ings. This difference in geographic scope leads to different technical solutions,
as we shall see.

2. Tt is usually the case that the LAN is owned by the same organization that owns
the attached devices. For WANS, this is less often the case, or at least a significant
fraction of the network assets is not owned. This has two implications. First, care
must be taken in the choice of LAN, because there may be a substantial capital
investment (compared to dial-up or leased charges for WANS) for both purchase
and maintenance. Second, the network management responsibility for a LAN
falls solely on the user.

3. The internal data rates of LANs are typically much greater than those of
WANES.

LANSs come in a number of different configurations. The most common are
switched LANs and wireless LANs. The most common switched LAN is a switched
Ethernet LAN, which may consist of a single switch with a number of attached
devices, or a number of interconnected switches. Two other prominent examples are
ATM LANSs, which simply use an ATM network in a local area, and Fibre Channel.
Wireless LANs use a variety of wireless transmission technologies and organiza-
tions. LANs are examined in depth in Part Four.

Wireless Networks

As was just mentioned, wireless LANs are common are widely used in business
environments. Wireless technology is also common for both wide area voice and
data networks. Wireless networks provide advantages in the areas of mobility and
ease of installation and configuration. Chapters 14 and 17 deal with wireless WANs
and LANSs, respectively.
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1.5 THE INTERNET

Origins of the Internet

The Internet evolved from the ARPANET, which was developed in 1969 by the
Advanced Research Projects Agency (ARPA) of the U.S. Department of Defense.
It was the first operational packet-switching network. ARPANET began operations
in four locations. Today the number of hosts is in the hundreds of millions, the num-
ber of users in the billions, and the number of countries participating nearing 200.
The number of connections to the Internet continues to grow exponentially.

The network was so successful that ARPA applied the same packet-switching
technology to tactical radio communication (packet radio) and to satellite com-
munication (SATNET). Because the three networks operated in very different
communication environments, the appropriate values for certain parameters, such
as maximum packet size, were different in each case. Faced with the dilemma of
integrating these networks, Vint Cerf and Bob Kahn of ARPA started to develop
methods and protocols for internetworking; that is, communicating across arbi-
trary, multiple, packet-switched networks. They published a very influential paper
in May of 1974 [CERF74] outlining their approach to a Transmission Control Pro-
tocol. The proposal was refined and details filled in by the ARPANET community,
with major contributions from participants from European networks, such as
Cyclades (France), and EIN, eventually leading to the TCP (Transmission Control
Protocol) and IP (Internet Protocol) protocols, which, in turn, formed the basis for
what eventually became the TCP/IP protocol suite. This provided the foundation
for the Internet.

Key Elements

Figure 1.4 illustrates the key elements that comprise the Internet. The purpose of
the Internet, of course, is to interconnect end systems, called hosts; these include
PCs, workstations, servers, mainframes, and so on. Most hosts that use the Internet
are connected to a network, such as a local area network (LAN) or a wide area net-
work (WAN). These networks are in turn connected by routers. Each router
attaches to two or more networks. Some hosts, such as mainframes or servers, con-
nect directly to a router rather than through a network.

In essence, the Internet operates as follows. A host may send data to another
host anywhere on the Internet. The source host breaks the data to be sent into a
sequence of packets, called IP datagrams or IP packets. Each packet includes a
unique numeric address of the destination host. This address is referred to as an IP
address, because the address is carried in an IP packet. Based on this destination
address, each packet travels through a series of routers and networks from source to
destination. Each router, as it receives a packet, makes a routing decision and for-
wards the packet along its way to the destination.

Internet Architecture

The Internet today is made up of thousands of overlapping hierarchical networks.
Because of this, it is not practical to attempt a detailed description of the exact
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architecture or topology of the Internet. However, an overview of the common, gen-
eral characteristics can be made. Figure 1.5 illustrates the discussion and Table 1.2
summarizes the terminology.

A key element of the Internet is the set of hosts attached to it. Simply put, a
host is a computer. Today, computers come in many forms, including mobile phones
and even cars. All of these forms can be hosts on the Internet. Hosts are sometimes
grouped together in a LAN. This is the typical configuration in a corporate environ-
ment. Individual hosts and LANs are connected to an Internet service provider
(ISP) through a point of presence (POP). The connection is made in a series of steps
starting with the customer premises equipment (CPE). The CPE is the communica-
tions equipment located onsite with the host.

For many home users, the CPE is a 56-kbps modem. This is perfectly adequate
for e-mail and related services but marginal for graphics-intensive Web surfing.
Newer CPE offerings provide greater capacity and guaranteed service in some
cases. A sample of these new access technologies includes DSL, cable modem, and
satellite. Users who connect to the Internet through their work often use worksta-
tions or PCs connected to their employer-owned LANSs, which in turn connect
through shared organizational trunks to an ISP. In these cases the shared circuit is
often a T-1 connection (1.544 Mbps), while for very large organizations T-3 connec-
tions (44.736 Mbps) are sometimes found. Alternatively, an organization’s LAN
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may be hooked to a wide area network (WAN), such as a frame relay network,
which in turn connects to an ISP.

The CPE is physically attached to the “local loop” or “last mile.” This is the infra-
structure between a provider’s installation and the site where the host is located. For
example, a home user with a 56K modem attaches the modem to the telephone line.
The telephone line is typically a pair of copper wires that runs from the house to a
central office (CO) owned and operated by the telephone company. In this instance
the local loop is the pair of copper wires running between the home and the CO. If the
home user has a cable modem, the local loop is the coaxial cable that runs from
the home to the cable company facilities. The preceding examples are a bit of an over-
simplification, but they suffice for this discussion. In many cases the wires that leave a
home are aggregated with wires from other homes and then converted to a different
media such as fiber. In these cases the term local loop still refers to the path from the
home to the CO or cable facility. The local loop provider is not necessarily the ISP. In
many cases the local loop provider is the telephone company and the ISP is a large,
national service organization. Often, however, the local loop provider is also the ISP.

The ISP provides access to its larger network through a POP. A POP is simply
a facility where customers can connect to the ISP network. The facility is sometimes
owned by the ISP, but often the ISP leases space from the local loop carrier. A POP
can be as simple as a bank of modems and an access server installed in a rack at the
CO. The POPs are usually spread out over the geographic area where the provider
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Table 1.2 Internet Terminology

Central Office (CO)

The place where telephone companies terminate customer lines and locate switching equipment to interconnect
those lines with other networks.

Customer Premises Equipment (CPE)

Telecommunications equipment that is located on the customer’s premises (physical location) rather than on
the provider’s premises or in between. Telephone handsets, modems, cable TV set-top boxes, and digital
subscriber line routers are examples. Historically, this term referred to equipment placed at the customer’s end
of the telephone line and usually owned by the telephone company. Today, almost any end-user equipment can
be called customer premises equipment and it can be owned by the customer or by the provider.

Internet Service Provider (ISP)

A company that provides other companies or individuals with access to, or presence on, the Internet. An ISP
has the equipment and the telecommunication line access required to have a POP on the Internet for the
geographic area served. The larger ISPs have their own high-speed leased lines so that they are less dependent
on the telecommunication providers and can provide better service to their customers.

Network Access Point (NAP)

In the United States, a network access point (NAP) is one of several major Internet interconnection points that
serve to tie all the ISPs together. Originally, four NAPs—in New York, Washington, D.C., Chicago, and San
Francisco—were created and supported by the National Science Foundation as part of the transition from the
original U.S. government—financed Internet to a commercially operated Internet. Since that time, several new
NAPs have arrived, including WorldCom’s “MAE West” site in San Jose, California and ICS Network Systems’
“Big East.”

The NAPs provide major switching facilities that serve the public in general. Companies apply to use the
NAP facilities. Much Internet traffic is handled without involving NAPs, using peering arrangements and
interconnections within geographic regions.

Network Service Provider (NSP)

A company that provides backbone services to an Internet service provider (ISP). Typically, an ISP connects at
a point called an Internet exchange (IX) to a regional ISP that in turn connects to an NSP backbone.

Point of Presence (POP)

A site that has a collection of telecommunications equipment, usually refers to ISP or telephone company
sites. An ISP POP is the edge of the ISP’s network; connections from users are accepted and authenticated
here. An Internet access provider may operate several POPs distributed throughout its area of operation to
increase the chance that their subscribers will be able to reach one with a local telephone call. The largest
national ISPs have POPs all over the country.

offers service. The ISP acts as a gateway to the Internet, providing many important
services. For most home users, the ISP provides the unique numeric IP address
needed to communicate with other Internet hosts. Most ISPs also provide name res-
olution and other essential network services. The most important service an ISP pro-
vides, though, is access to other ISP networks. Access is facilitated by formal peering
agreements between providers. Physical access can be implemented by connecting
POPs from different ISPs. This can be done directly with a local connection if the
POPs are collocated or with leased lines when the POPs are not collocated. A more
commonly used mechanism is the network access point (NAP).

A NAP is a physical facility that provides the infrastructure to move data
between connected networks. In the United States, the National Science Foundation
(NSF) privatization plan called for the creation of four NAPs. The NAPs were built
and are operated by the private sector. The number of NAPs has grown significantly
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over the years, and the technology employed has shifted from Fiber Distributed
Data Interface (FDDI) and Ethernet to ATM and Gigabit Ethernet. Most NAPs
today have an ATM core. The networks connected at a NAP are owned and oper-
ated by network service providers (NSPs). A NSP can also be an ISP but this is not
always the case. Peering agreements are between NSPs and do not include the NAP
operator. The NSPs install routers at the NAP and connect them to the NAP infra-
structure. The NSP equipment is responsible for routing, and the NAP infrastructure
provides the physical access paths between routers.

A small hypothetical example can help make the picture clearer. In this exam-
ple there are two companies, one named A, Inc. and the other B, Inc. and they are
both NSPs. A, Inc. and B, Inc. have a peering agreement and they both install routers
in two NAPs, one located on the east coast of the United States and the other on the
west coast. There are also two other companies known as Y, Inc. and Z, Inc. and they
are both ISPs. Finally, there is a home user named Bob and a small company named
Small, Inc.

Small, Inc. has four hosts connected together into a LAN. Each of the four
hosts can communicate and share resources with the other three. Small, Inc. would
like access to a broader set of services so they contract with ISP 'Y, Inc. for a connec-
tion. Small, Inc. installs a CPE to drive a leased T-1 line into a Y, Inc. POP. Once the
CPE is connected, software automatically assigns a numeric address to each Small,
Inc. host. The Small, Inc. hosts can now communicate and share resources with any
other host connected to the larger ISP network. On the other side of the country,
Bob decides to contract with ISP Z, Inc. He installs a modem on his phone line to
dial into a Z, Inc. POP. Once the modem connects, a numeric address is automati-
cally assigned to his home computer. His computer can now communicate and share
resources with any other computer connected to the larger ISP network.

Bob’s home machine and the hosts owned by Small, Inc. cannot yet communi-
cate. This becomes possible when their respective ISPs contract with NSPs that have
a peering agreement. In this example, the ISP Y, Inc. decides to expand its service
coverage to the opposite coast and contracts with the NSP A, Inc. A, Inc. sells band-
width on its high-speed coast-to-coast network. The ISP Z, Inc. also wishes to expand
its service coverage and contracts with the NSP B, Inc. Like A, Inc., B, Inc. also sells
bandwidth on a high-speed coast-to-coast network. Because A, Inc. and B, Inc. have a
peering agreement and have implemented the agreement at two NAPs, Bob’s home
machine and the hosts of Small, Inc. can now communicate and share resources.
Although this example is contrived, in principle this is what the Internet is. The dif-
ferences are that the Internet has millions of hosts and many thousands of networks
using dozens of access technologies, including satellite, radio, leased T-1, and DSL.

1.6 AN EXAMPLE CONFIGURATION

To give some feel for the scope of concerns of Parts Two through Four, Figure 1.6
illustrates some of the typical communications and network elements in use today.
In the upper-left-hand portion of the figure, we see an individual residential user
connected to an Internet service provider (ISP) through some sort of subscriber
connection. Common examples of such a connection are the public telephone
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network, for which the user requires a dial-up modem (e.g. a 56-kbps modem); a dig-
ital subscriber line (DSL), which provides a high-speed link over telephone lines
and requires a special DSL modem; and a cable TV facility, which requires a cable
modem. In each case, there are separate issues concerning signal encoding, error
control, and the internal structure of the subscribe network.

Typically, an ISP will consist of a number of interconnected servers (only a
single server is shown) connected to the Internet through a high-speed link. One
example of such a link is a SONET (synchronous optical network) line, described in
Chapter 8. The Internet consists of a number of interconnected routers that span
the globe. The routers forward packets of data from source to destination through
the Internet.
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The lower portion of Figure 1.6 shows a LAN implemented using a single
Ethernet switch. This is a common configuration at a small business or other small
organization. The LAN is connected to the Internet through a firewall host that pro-
vides security services. In this example the firewall connects to the Internet through
an ATM network. There is also a router off of the LAN hooked into a private WAN;
which might be a private ATM or frame relay network.

A variety of design issues, such as signal encoding and error control, relate to
the links between adjacent elements, such as between routers on the Internet or
between switches in the ATM network, or between a subscriber and an ISP. The
internal structure of the various networks (telephone, ATM, Ethernet) raises addi-
tional issues. We will be occupied in Parts Two through Four with the design features
suggested by Figure 1.6.
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To destroy communication completely, there must be no rules in common
between transmitter and receiver—neither of alphabet nor of syntax.

—On Human Communication, Colin Cherry

KEY POINTS

* A protocol architecture is the layered structure of hardware and soft-
ware that supports the exchange of data between systems and supports
distributed applications, such as electronic mail and file transfer.

e At each layer of a protocol architecture, one or more common
protocols are implemented in communicating systems. Each protocol
provides a set of rules for the exchange of data between systems.

e The most widely used protocol architecture is the TCP/IP protocol
suite, which consists of the following layers: physical, network access,
internet, transport, and application.

¢ Another important protocol architecture is the seven-layer OSI model.

This chapter provides a context for the detailed material that follows. It shows
how the concepts of Parts Two through Five fit into the broader area of computer
networks and computer communications. This chapter may be read in its proper
sequence or it may be deferred until the beginning of Part Three, Four, or Five.!

We begin this chapter by introducing the concept of a layered protocol
architecture. We then examine the most important such architecture, the TCP/IP
protocol suite. TCP/IP is an Internet-based concept and is the framework for
developing a complete range of computer communications standards. Virtually
all computer vendors now provide support for this architecture. Another well-
known architecture is the Open Systems Interconnection (OSI) reference model.
OSl is a standardized architecture that is often used to describe communications
functions but that is now rarely implemented. OSI is briefly introduced in this
chapter and examined in more detail in Appendix H.

2.1 THE NEED FOR A PROTOCOL ARCHITECTURE

When computers, terminals, and/or other data processing devices exchange data, the
procedures involved can be quite complex. Consider, for example, the transfer of a
file between two computers. There must be a data path between the two computers,

The reader may find it helpful just to skim this chapter on a first reading and then reread it more care-
fully just before embarking on Part Five.
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either directly or via a communication network. But more is needed. Typical tasks to
be performed are as follow:

1. The source system must either activate the direct data communication path or
inform the communication network of the identity of the desired destination
system.

2. The source system must ascertain that the destination system is prepared to
receive data.

3. The file transfer application on the source system must ascertain that the file
management program on the destination system is prepared to accept and store
the file for this particular user.

4. If the file formats used on the two systems are different, one or the other sys-
tem must perform a format translation function.

It is clear that there must be a high degree of cooperation between the two com-
puter systems. Instead of implementing the logic for this as a single module, the task is
broken up into subtasks, each of which is implemented separately. In a protocol archi-
tecture, the modules are arranged in a vertical stack. Each layer in the stack performs
a related subset of the functions required to communicate with another system. It
relies on the next lower layer to perform more primitive functions and to conceal the
details of those functions. It provides services to the next higher layer. Ideally, layers
should be defined so that changes in one layer do not require changes in other layers.

Of course, it takes two to communicate, so the same set of layered functions
must exist in two systems. Communication is achieved by having the corresponding,
or peer, layers in two systems communicate. The peer layers communicate by means
of formatted blocks of data that obey a set of rules or conventions known as a
protocol. The key features of a protocol are as follows:

e Syntax: Concerns the format of the data blocks
* Semantics: Includes control information for coordination and error handling
¢ Timing: Includes speed matching and sequencing

Appendix 2A provides a specific example of a protocol, the Internet standard
Trivial File Transfer Protocol (TFTP).

2.2 THE TCP/IP PROTOCOL ARCHITECTURE

The TCP/IP protocol architecture is a result of protocol research and development
conducted on the experimental packet-switched network, ARPANET, funded by
the Defense Advanced Research Projects Agency (DARPA), and is generally
referred to as the TCP/IP protocol suite. This protocol suite consists of a large
collection of protocols that have been issued as Internet standards by the Internet
Activities Board (IAB). Appendix D provides a discussion of Internet standards.

The TCP/IP Layers

In general terms, communications can be said to involve three agents: applications,
computers, and networks. Examples of applications include file transfer and
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electronic mail. The applications that we are concerned with here are distributed
applications that involve the exchange of data between two computer systems.
These applications, and others, execute on computers that can often support multi-
ple simultaneous applications. Computers are connected to networks, and the data
to be exchanged are transferred by the network from one computer to another.
Thus, the transfer of data from one application to another involves first getting the
data to the computer in which the application resides and then getting the data to
the intended application within the computer. With these concepts in mind, we can
organize the communication task into five relatively independent layers.

¢ Physical layer

e Network access layer

¢ Internet layer

¢ Host-to-host, or transport layer
e Application layer

The physical layer covers the physical interface between a data transmission
device (e.g., workstation, computer) and a transmission medium or network. This
layer is concerned with specifying the characteristics of the transmission medium,
the nature of the signals, the data rate, and related matters.

The network access layer is concerned with the exchange of data between an
end system (server, workstation, etc.) and the network to which it is attached. The
sending computer must provide the network with the address of the destination
computer, so that the network may route the data to the appropriate destination.
The sending computer may wish to invoke certain services, such as priority, that
might be provided by the network. The specific software used at this layer depends
on the type of network to be used; different standards have been developed for
circuit switching, packet switching (e.g., frame relay), LANs (e.g., Ethernet), and
others. Thus it makes sense to separate those functions having to do with network
access into a separate layer. By doing this, the remainder of the communications
software, above the network access layer, need not be concerned about the
specifics of the network to be used. The same higher-layer software should
function properly regardless of the particular network to which the computer is
attached.

The network access layer is concerned with access to and routing data across a
network for two end systems attached to the same network. In those cases where
two devices are attached to different networks, procedures are needed to allow data
to traverse multiple interconnected networks. This is the function of the internet
layer. The Internet Protocol (IP) is used at this layer to provide the routing function
across multiple networks. This protocol is implemented not only in the end systems
but also in routers. A router is a processor that connects two networks and whose
primary function is to relay data from one network to the other on its route from the
source to the destination end system.

Regardless of the nature of the applications that are exchanging data, there is
usually a requirement that data be exchanged reliably. That is, we would like to be
assured that all of the data arrive at the destination application and that the data
arrive in the same order in which they were sent. As we shall see, the mechanisms
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for providing reliability are essentially independent of the nature of the applica-
tions. Thus, it makes sense to collect those mechanisms in a common layer shared by
all applications; this is referred to as the host-to-host layer, or transport layer. The
Transmission Control Protocol (TCP) is the most commonly used protocol to pro-
vide this functionality.

Finally, the application layer contains the logic needed to support the various
user applications. For each different type of application, such as file transfer, a sepa-
rate module is needed that is peculiar to that application.

Operation of TCP and IP

Figure 2.1 indicates how these protocols are configured for communications. To
make clear that the total communications facility may consist of multiple networks,
the constituent networks are usually referred to as subnetworks. Some sort of net-
work access protocol, such as the Ethernet logic, is used to connect a computer to a
subnetwork. This protocol enables the host to send data across the subnetwork to
another host or, if the target host is on another subnetwork, to a router that will for-
ward the data. IP is implemented in all of the end systems and the routers. It acts as
a relay to move a block of data from one host, through one or more routers, to
another host. TCP is implemented only in the end systems; it keeps track of the
blocks of data to assure that all are delivered reliably to the appropriate application.

Host A Host B

Port
(service access point)

Logical connection

Global internet

IP

L — address

Network access

Figure 2.1 TCP/IP Concepts
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Network access

protocol #1 protocol #2
. . 7
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For successful communication, every entity in the overall system must have a
unique address. Actually, two levels of addressing are needed. Each host on a
subnetwork must have a unique global internet address; this allows the data to be
delivered to the proper host. Each process with a host must have an address that is
unique within the host; this allows the host-to-host protocol (TCP) to deliver data to
the proper process. These latter addresses are known as ports.

Let us trace a simple operation. Suppose that a process, associated with port 3
at host A, wishes to send a message to another process, associated with port 2 at host
B. The process at A hands the message down to TCP with instructions to send it to
host B, port 2. TCP hands the message down to IP with instructions to send it to host
B. Note that IP need not be told the identity of the destination port. All it needs
to know is that the data are intended for host B. Next, IP hands the message down to
the network access layer (e.g., Ethernet logic) with instructions to send it to router J
(the first hop on the way to B).

To control this operation, control information as well as user data must be
transmitted, as suggested in Figure 2.2. Let us say that the sending process generates
a block of data and passes this to TCP. TCP may break this block into smaller pieces
to make it more manageable. To each of these pieces, TCP appends control informa-
tion known as the TCP header, forming a TCP segment. The control information is
to be used by the peer TCP protocol entity at host B. Examples of items in this
header include:

* Destination port: When the TCP entity at B receives the segment, it must
know to whom the data are to be delivered.
* Sequence number: TCP numbers the segments that it sends to a particular

destination port sequentially, so that if they arrive out of order, the TCP entity
at B can reorder them.

Application

User data byte stream

TCP TCP
header segment

P 1P
header datagram

Network Network-level
header packet

Figure 2.2 Protocol Data Units (PDUs) in the TCP/IP Architecture
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¢ Checksum: The sending TCP includes a code that is a function of the contents
of the remainder of the segment. The receiving TCP performs the same calcu-
lation and compares the result with the incoming code. A discrepancy results if
there has been some error in transmission.

Next, TCP hands each segment over to IP, with instructions to transmit it to B.
These segments must be transmitted across one or more subnetworks and relayed
through one or more intermediate routers. This operation, too, requires the use of
control information. Thus IP appends a header of control information to each seg-
ment to form an IP datagram. An example of an item stored in the IP header is the
destination host address (in this example, B).

Finally, each TP datagram is presented to the network access layer for trans-
mission across the first subnetwork in its journey to the destination. The network
access layer appends its own header, creating a packet, or frame. The packet is trans-
mitted across the subnetwork to router J. The packet header contains the informa-
tion that the subnetwork needs to transfer the data across the subnetwork.
Examples of items that may be contained in this header include:

* Destination subnetwork address: The subnetwork must know to which attached
device the packet is to be delivered.

 Facilities requests: The network access protocol might request the use of certain
subnetwork facilities, such as priority.

At router J, the packet header is stripped off and the IP header examined. On
the basis of the destination address information in the IP header, the IP module in
the router directs the datagram out across subnetwork 2 to B. To do this, the data-
gram is again augmented with a network access header.

When the data are received at B, the reverse process occurs. At each layer, the
corresponding header is removed, and the remainder is passed on to the next higher
layer, until the original user data are delivered to the destination process.

TCP and UDP

For most applications running as part of the TCP/IP protocol architecture, the trans-
port layer protocol is TCP. TCP provides a reliable connection for the transfer of
data between applications. A connection is simply a temporary logical association
between two entities in different systems. A logical connection refers to a given pair
of port values. For the duration of the connection each entity keeps track of TCP
segments coming and going to the other entity, in order to regulate the flow of seg-
ments and to recover from lost or damaged segments.

Figure 2.3a shows the header format for TCP, which is a minimum of 20 octets,
or 160 bits. The Source Port and Destination Port fields identify the applications at
the source and destination systems that are using this connection. The Sequence
Number, Acknowledgment Number, and Window fields provide flow control and
error control. The checksum is a 16-bit frame check sequence used to detect errors
in the TCP segment. Chapter 20 provides more details.

In addition to TCP, there is one other transport-level protocol that is in com-
mon use as part of the TCP/IP protocol suite: the User Datagram Protocol (UDP).
UDP does not guarantee delivery, preservation of sequence, or protection against
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Figure 2.3 TCP and UDP Headers

duplication. UDP enables a procedure to send messages to other procedures with a
minimum of protocol mechanism. Some transaction-oriented applications make use
of UDP; one example is SNMP (Simple Network Management Protocol), the stan-
dard network management protocol for TCP/IP networks. Because it is connection-
less, UDP has very little to do. Essentially, it adds a port addressing capability to IP.
This is best seen by examining the UDP header, shown in Figure 2.3b. UDP also
includes a checksum to verify that no error occurs in the data; the use of the check-
sum is optional.

IP and IPv6

For decades, the keystone of the TCP/IP protocol architecture has been IP. Figure 2.4a
shows the IP header format, which is a minimum of 20 octets, or 160 bits. The
header, together with the segment from the transport layer, forms an IP-level PDU
referred to as an IP datagram or an IP packet. The header includes 32-bit source and
destination addresses. The Header Checksum field is used to detect errors in the
header to avoid misdelivery. The Protocol field indicates which higher-layer proto-
col is using IP. The ID, Flags, and Fragment Offset fields are used in the fragmenta-
tion and reassembly process. Chapter 18 provides more detail.

In 1995, the Internet Engineering Task Force (IETF), which develops protocol
standards for the Internet, issued a specification for a next-generation IP, known
then as IPng. This specification was turned into a standard in 1996 known as IPv6.
IPv6 provides a number of functional enhancements over the existing IP, designed
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to accommodate the higher speeds of today’s networks and the mix of data streams,
including graphic and video, that are becoming more prevalent. But the driving
force behind the development of the new protocol was the need for more addresses.
The current IP uses a 32-bit address to specify a source or destination. With the
explosive growth of the Internet and of private networks attached to the Internet,
this address length became insufficient to accommodate all systems needing
addresses. As Figure 2.4b shows, IPv6 includes 128-bit source and destination
address fields.

Ultimately, all installations using TCP/IP are expected to migrate from the
current IP to IPv6, but this process will take many years, if not decades.
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TCP/IP Applications

A number of applications have been standardized to operate on top of TCP. We
mention three of the most common here.

The Simple Mail Transfer Protocol (SMTP) provides a basic electronic mail
transport facility. It provides a mechanism for transferring messages among sepa-
rate hosts. Features of SMTP include mailing lists, return receipts, and forwarding.
The SMTP protocol does not specify the way in which messages are to be created;
some local editing or native electronic mail facility is required. Once a message is
created, SMTP accepts the message and makes use of TCP to send it to an SMTP
module on another host. The target SMTP module will make use of a local elec-
tronic mail package to store the incoming message in a user’s mailbox.

The File Transfer Protocol (FTP) is used to send files from one system to
another under user command. Both text and binary files are accommodated, and the
protocol provides features for controlling user access. When a user wishes to engage
in file transfer, FTP sets up a TCP connection to the target system for the exchange
of control messages. This connection allows user ID and password to be transmitted
and allows the user to specify the file and file actions desired. Once a file transfer is
approved, a second TCP connection is set up for the data transfer. The file is trans-
ferred over the data connection, without the overhead of any headers or control
information at the application level. When the transfer is complete, the control con-
nection is used to signal the completion and to accept new file transfer commands.

TELNET provides a remote logon capability, which enables a user at a ter-
minal or personal computer to logon to a remote computer and function as if
directly connected to that computer. The protocol was designed to work with sim-
ple scroll-mode terminals. TELNET is actually implemented in two modules:
User TELNET interacts with the terminal I/O module to communicate with a
local terminal. It converts the characteristics of real terminals to the network
standard and vice versa. Server TELNET interacts with an application, acting as
a surrogate terminal handler so that remote terminals appear as local to the
application. Terminal traffic between User and Server TELNET is carried on a
TCP connection.

Protocol Interfaces Each layer in the TCP/IP protocol suite interacts with its
immediate adjacent layers. At the source, the application layer makes use of the ser-
vices of the end-to-end layer and provides data down to that layer. A similar rela-
tionship exists at the interface of the end-to-end and internet layers and at the
interface of the internet and network access layers. At the destination, each layer
delivers data up to the next higher layer.

This use of each individual layer is not required by the architecture. As
Figure 2.5 suggests, it is possible to develop applications that directly invoke the
services of any one of the layers. Most applications require a reliable end-to-end
protocol and thus make use of TCP. Some special-purpose applications do not
need the services of TCP. Some of these applications, such as the Simple Network
Management Protocol (SNMP), use an alternative end-to-end protocol known as
the User Datagram Protocol (UDP); others may make use of IP directly. Applica-
tions that do not involve internetworking and that do not need TCP have been
developed to invoke the network access layer directly.
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Figure 2.5 Some Protocols in the TCP/IP Protocol Suite

2.3 THE OSI MODEL

The Open Systems Interconnection (OSI) reference model was developed by the
International Organization for Standardization (ISO)? as a model for a computer
protocol architecture and as a framework for developing protocol standards. The
OSI model consists of seven layers:

e Application

e Presentation

* Session

e Transport

e Network

e Data link

¢ Physical
Figure 2.6 illustrates the OSI model and provides a brief definition of the functions

performed at each layer. The intent of the OSI model is that protocols be developed
to perform the functions of each layer.

2ISO is not an acronym (in which case it would be I0S), but a word, derived from the Greek isos,
meaning equal.
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Application

Provides access to the OSI environment for users and also
provides distributed information services.

Presentation

Provides independence to the application processes from
differences in data representation (syntax).

Session

Provides the control structure for communication between
applications; establishes, manages, and terminates
connections (sessions) between cooperating applications.

Transport

Provides reliable, transparent transfer of data between end
points; provides end-to-end error recovery and flow control.

Network
Provides upper layers with independence from the data
transmission and switching technologies used to connect
systems; responsible for establishing, maintaining, and
terminating connections.

Data Link

Provides for the reliable transfer of information across the
physical link; sends blocks (frames) with the necessary
synchronization, error control, and flow control.

Physical
Concerned with transmission of unstructured bit stream over
physical medium; deals with the mechanical, electrical,
functional, and procedural characteristics to access the
physical medium.

Figure 2.6 The OSI Layers

The designers of OSI assumed that this model and the protocols developed
within this model would come to dominate computer communications, eventually
replacing proprietary protocol implementations and rival multivendor models such as
TCP/IP. This has not happened. Although many useful protocols have been developed
in the context of OSI, the overall seven-layer model has not flourished. Instead, the
TCP/IP architecture has come to dominate. There are a number of reasons for this out-
come. Perhaps the most important is that the key TCP/IP protocols were mature and
well tested at a time when similar OSI protocols were in the development stage. When
businesses began to recognize the need for interoperability across networks, only
TCP/IP was available and ready to go. Another reason is that the OSI model is unnec-
essarily complex, with seven layers to accomplish what TCP/IP does with fewer layers.

Figure 2.7 illustrates the layers of the TCP/IP and OSI architectures, showing
roughly the correspondence in functionality between the two.
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2.4 STANDARDIZATION WITHIN A PROTOCOL ARCHITECURE

Standardization within the OSI Framework®

The principal motivation for the development of the OSI model was to provide a
framework for standardization. Within the model, one or more protocol stan-
dards can be developed at each layer. The model defines in general terms the
functions to be performed at that layer and facilitates the standards-making
process in two ways:

¢ Because the functions of each layer are well defined, standards can be devel-
oped independently and simultaneously for each layer. This speeds up the
standards-making process.

e Because the boundaries between layers are well defined, changes in standards
in one layer need not affect already existing software in another layer. This
makes it easier to introduce new standards.

Figure 2.8 illustrates the use of the OSI model as such a framework. The
overall communications function is decomposed into seven distinct layers. That
is, the overall function is broken up into a number of modules, making the inter-
faces between modules as simple as possible. In addition, the design principle of
information hiding is used: Lower layers are concerned with greater levels of

3The concepts introduced in this subsection apply as well to the TCP/IP architecture.
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Figure 2.8 The OSI Architecture as a Framework for Standardization

detail; upper layers are independent of these details. Each layer provides services
to the next higher layer and implements a protocol to the peer layer in other
systems.

Figure 2.9 shows more specifically the nature of the standardization required

at each layer. Three elements are key:

* Protocol specification: Two entities at the same layer in different systems
cooperate and interact by means of a protocol. Because two different open
systems are involved, the protocol must be specified precisely. This includes
the format of the protocol data units exchanged, the semantics of all fields, and
the allowable sequence of PDUs.

e Service definition: In addition to the protocol or protocols that operate at a
given layer, standards are needed for the services that each layer provides to
the next higher layer. Typically, the definition of services is equivalent to a
functional description that defines what services are provided, but not how the
services are to be provided.

* Addressing: Each layer provides services to entities at the next higher layer.
These entities are referenced by means of a service access point (SAP). Thus, a
network service access point (NSAP) indicates a transport entity that is a user
of the network service.
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Figure 2.9 Layer-Specific Standards

The need to provide a precise protocol specification for open systems is
self-evident. The other two items listed warrant further comment. With respect to
service definitions, the motivation for providing only a functional definition is as
follows. First, the interaction between two adjacent layers takes place within the
confines of a single open system and is not the concern of any other open system.
Thus, as long as peer layers in different systems provide the same services to their
next higher layers, the details of how the services are provided may differ
from one system to another without loss of interoperability. Second, it will
usually be the case that adjacent layers are implemented on the same processor.
In that case, we would like to leave the system programmer free to exploit
the hardware and operating system to provide an interface that is as efficient as
possible.

With respect to addressing, the use of an address mechanism at each layer,
implemented as a service access point, allows each layer to multiplex multiple users
from the next higher layer. Multiplexing may not occur at each layer, but the model
allows for that possibility.

Service Primitives and Parameters

The services between adjacent layers in the OSI architecture are expressed in
terms of primitives and parameters. A primitive specifies the function to be per-
formed, and the parameters are used to pass data and control information. The
actual form of a primitive is implementation dependent. An example is a proce-
dure call.

Four types of primitives are used in standards to define the interaction
between adjacent layers in the architecture. These are defined in Table 2.1. The lay-
out of Figure 2.10a suggests the time ordering of these events. For example, consider
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Table 2.1 Service Primitive Types
Request A primitive issued by a service user to invoke some service and to pass the parameters needed
to specify fully the requested service
Indication A primitive issued by a service provider either to
1. indicate that a procedure has been invoked by the peer service user on the connection and
to provide the associated parameters, or
2. notify the service user of a provider-initiated action
Response A primitive issued by a service user to acknowledge or complete some procedure previously
invoked by an indication to that user
Confirm A primitive issued by a service provider to acknowledge or complete some procedure previously
invoked by a request by the service user

the transfer of data from an (N) entity to a peer (N) entity in another system. The
following steps occur:

1.

The source (N) entity invokes its (N — 1) entity with a request primitive.
Associated with the primitive are the parameters needed, such as the data to
be transmitted and the destination address.

The source (N — 1) entity prepares an (N —1) PDU to be sent to its peer (N 1)
entity.

The destination (N — 1) entity delivers the data to the appropriate destination (V)
entity via an indication primitive, which includes the data and source address as
parameters.

If an acknowledgment is called for, the destination (N) entity issues a response
primitive to its (N — 1) entity.

5. The (N —1) entity conveys the acknowledgment in an (N —1) PDU.

6. The acknowledgment is delivered to the (N) entity as a confirm primitive.

Service user  Service provider Service user  Service user  Service provider Service user

Request Request

~~|_ Indication ~~|_ Indication

~-~7| Response

(a) Confirmed service (b) Nonconfirmed service

Figure 2.10 Time Sequence Diagrams for Service Primitives
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This sequence of events is referred to as a confirmed service, as the initiator
receives confirmation that the requested service has had the desired effect at the
other end. If only request and indication primitives are involved (corresponding to
steps 1 through 3), then the service dialogue is a nonconfirmed service; the initiator
receives no confirmation that the requested action has taken place (Figure 2.10b).

2.5 TRADITIONAL INTERNET-BASED APPLICATIONS

A number of applications have been standardized to operate on top of TCP. We
mention three of the most common here.

The Simple Mail Transfer Protocol (SMTP) provides a basic electronic mail
transport facility. It provides a mechanism for transferring messages among sepa-
rate hosts. Features of SMTP include mailing lists, return receipts, and forwarding.
The SMTP protocol does not specify the way in which messages are to be created;
some local editing or native electronic mail facility is required. Once a message is
created, SMTP accepts the message and makes use of TCP to send it to an SMTP
module on another host. The target SMTP module will make use of a local elec-
tronic mail package to store the incoming message in a user’s mailbox.

The File Transfer Protocol (FTP) is used to send files from one system to
another under user command. Both text and binary files are accommodated, and the
protocol provides features for controlling user access. When a user wishes to engage
in file transfer, FTP sets up a TCP connection to the target system for the exchange of
control messages. This connection allows user ID and password to be transmitted and
allows the user to specify the file and file actions desired. Once a file transfer is
approved, a second TCP connection is set up for the data transfer. The file is
transferred over the data connection, without the overhead of any headers or control
information at the application level. When the transfer is complete, the control con-
nection is used to signal the completion and to accept new file transfer commands.

TELNET provides a remote logon capability, which enables a user at a termi-
nal or personal computer to logon to a remote computer and function as if directly
connected to that computer. The protocol was designed to work with simple scroll-
mode terminals. TELNET is actually implemented in two modules: User TELNET
interacts with the terminal I/O module to communicate with a local terminal. It con-
verts the characteristics of real terminals to the network standard and vice versa.
Server TELNET interacts with an application, acting as a surrogate terminal han-
dler so that remote terminals appear as local to the application. Terminal traffic
between User and Server TELNET is carried on a TCP connection.

2.6 MULTIMEDA

With the increasing availability of broadband access to the Internet has come an
increased interest in Web-based and Internet-based multimedia applications. The
terms multimedia and multimedia applications are used rather loosely in the litera-
ture and in commercial publications, and no single definition of the term multimedia
has been agreed (e.g., [JAIN94], [GRIMO91], [PURC98], [PACK99]). For our pur-
poses, the definitions in Table 2.2 provide a starting point.
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Table 2.2 Multimedia Terminology

Media
Refers to the form of information and includes text, still images, audio, and video.
Multimedia

Human-computer interaction involving text, graphics, voice and video. Multimedia also refers to storage
devices that are used to store multimedia content.

Streaming media

Refers to multimedia files, such as video clips and audio, that begin playing immediately or within seconds
after it is received by a computer from the Internet or Web. Thus, the media content is consumed as it is
delivered from the server rather than waiting until an entire file is downloaded.

One way to organize the concepts associated with multimedia is to look at a
taxonomy that captures a number of dimensions of this field. Figure 2.11 looks at
multimedia from the perspective of three different dimensions: type of media,
applications, and the technology required to support the applications.

Media Types

Typically, the term multimedia refers to four distinct types of media: text, audio,
graphics, and video.

From a communications perspective, the term text is self-explanatory, referring to
information that can be entered via a keyboard and is directly readable and printable.
Text messaging, instant messaging, and text (non-html) e-mail are common examples, as

Technologies

Quality of service

Protocols
Communications/networking
Synchronization
Compression

User interface

Database

Operating system

Computer architecture

Media type

MM e-mail
Collaborative work systems
MM conferencing

Streaming audio/video

VoIP
Application

Figure 2.11 A Multimedia Taxonomy
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are chat rooms and message boards. However, the term often is used in the broader
sense of data that can be stored in files and databases and that does not fit into the other
three categories. For example, an organization’s database my contain files of numerical
data, in which the data are stored in a more compact form than printable characters.

The term audio generally encompasses two different ranges of sound. Voice, or
speech, refers to sounds that are produced by the human speech mechanism. Gener-
ally, a modest bandwidth (under 4 kHz) is required to transmit voice. Telephony and
related applications (e.g., voice mail, audio teleconferencing, telemarketing) are the
most common traditional applications of voice communications technology. A
broader frequency spectrum is needed to support music applications, including the
download of music files.

The image service supports the communication of individual pictures, charts, or
drawings. Image-based applications include facsimile, computer-aided design (CAD),
publishing, and medical imaging. Images can be represented in a vector graphics for-
mat, such as is used in drawing programs and PDF files. In a raster graphics format,
an image is represented as a two-dimensional array of spots, called pixels.* The
compressed JPG format is derived from a raster graphics format.

The video service carries sequences of pictures in time. In essence, video
makes use of a sequence of raster-scan images.

Multimedia Applications

The Internet, until recently, has been dominated by information retrieval applications,
e-mail, and file transfer, plus Web interfaces that emphasized text and images. Increas-
ingly, the Internet is being used for multimedia applications that involve massive
amounts of data for visualization and support of real-time interactivity. Streaming audio
and video are perhaps the best known of such applications. An example of an interac-
tive application is a virtual training environment involving distributed simulations and
real-time user interaction [VIN9S]. Some other examples are shown in Table 2.3.
[GONZ00] lists the following multimedia application domains:

° Multimedia information systems: Databases, information kiosks, hypertexts,
electronic books, and multimedia expert systems

* Multimedia communication systems: Computer-supported collaborative work,
videoconferencing, streaming media, and multimedia teleservices

° Multimedia entertainment systems: 3D computer games, multiplayer network
games, infotainment, and interactive audiovisual productions

° Multimedia business systems: Immersive electronic commerce, marketing,
multimedia presentations, video brochures, virtual shopping, and so on.

° Multimedia educational systems: Electronic books, flexible teaching materials,
simulation systems, automatic testing, distance learning, and so on.

One point worth noting is highlighted in Figure 2.11. Although traditionally
the term multimedia has connoted the simultaneous use of multiple media types
(e.g., video annotation of a text document), the term has also come to refer to
applications that require real-time processing or communication of video or audio

“A pixel, or picture element, is the smallest element of a digital image that can be assigned a gray level.
Equivalently, a pixel is an individual dot in a dot-matrix representation of a picture.
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Table 2.3 Domains of Multimedia Systems and Example Applications

Domain Example Application

Information management Hypermedia, multimedia-capable databases, content-based retrieval
Entertainment Computer games, digital video, audio (MP3)

Telecommunication Videoconferencing, shared workspaces, virtual communities
Information publishing/delivery Online training, electronic books, streaming media

alone. Thus, voice over IP (VoIP), streaming audio, and streaming video are con-
sidered multimedia applications even though each involves a single media type.

Elastic and Inelastic Traffic

Before discussing multimedia technologies, it will be useful to look at a key consider-
ation, namely the type of network traffic generated by various media and applications.

Traffic on a network or internet can be divided into two broad categories: elas-
tic and inelastic. A consideration of their differing requirements clarifies the need
for an enhanced internet architecture.

Elastic traffic can adjust, over wide ranges, to changes in delay and through-
put across an internet and still meet the needs of its applications. This is the
traditional type of traffic supported on TCP/IP-based internets and is the type of
traffic for which internets were designed. With TCP, traffic on individual
connections adjusts to congestion by reducing the rate at which data are
presented to the network.

Elastic applications include common Internet-based applications, such as file
transfer, electronic mail, remote logon, network management, and Web access. But
there are differences among the requirements of these applications. For example,

e E-mail is generally quite insensitive to changes in delay.

¢ When file transfer is done online, as it frequently is, the user expects the delay
to be proportional to the file size and so is sensitive to changes in throughput.

¢ With network management, delay is generally not a serious concern. However,
if failures in an internet are the cause of congestion, then the need for network
management messages to get through with minimum delay increases with
increased congestion.

¢ Interactive applications, such as remote logon and Web access, are quite sensi-
tive to delay.

So, even if we confine our attention to elastic traffic, an Internet service that
can allocate resources to traffic streams based on need, rather than just providing
equal allocation, is useful.

Inelastic traffic does not easily adapt, if at all, to changes in delay and through-
put across an internet. The prime example is real-time traffic, such as voice and
video. The requirements for inelastic traffic may include the following:

* Throughput: A minimum throughput value may be required. Unlike most
elastic traffic, which can continue to deliver data with perhaps degraded ser-
vice, many inelastic applications require a firm minimum throughput.
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¢ Delay: An example of a delay-sensitive application is stock trading; someone
who consistently receives later service will consistently act later, and with
greater disadvantage.

* Delay variation: The larger the allowable delay, the longer the real delay in
delivering the data and the greater the size of the delay buffer required at
receivers. Real-time interactive applications, such as teleconferencing, may
require a reasonable upper bound on delay variation.

e Packet loss: Real-time applications vary in the amount of packet loss, if any,
that they can sustain.

These requirements are difficult to meet in an environment with variable
queuing delays and congestion losses. Accordingly, inelastic traffic introduces two
new requirements into the internet architecture. First, some means is needed to give
preferential treatment to applications with more demanding requirements. Applica-
tions need to be able to state their requirements, either ahead of time in some sort of
service request function, or on the fly, by means of fields in the IP packet header. A
second requirement in supporting inelastic traffic in an internet architecture is that
elastic traffic must still be supported.

Multimedia Technologies

Figure 2.11 lists some of the technologies that are relevant to the support of
multimedia applications. As can be seen, a wide range of technologies is involved.
The lowest four items on the list are beyond the scope of this book. The other items
represent only a partial list of communications and networking technologies for
multimedia. These technologies and others are explored throughout the book. Here,
we give a brief comment on each area.

¢ Compression: Digitized video, and to a much lesser extent audio, can generate
an enormous amount of traffic on a network. A streaming application, which is
delivered to many users, magnifies the traffic. Accordingly, standards have
been developed for producing significant savings through compression. The
most notable such standards are JPG for still images and MPG for video.
Compression is examined in Part Six.

° Communications/networking: This broad category refers to the transmission
and networking technologies (e.g., SONET, ATM) that can support high-
volume multimedia traffic.

e Protocols: A number of protocols are instrumental in supporting multimedia
traffic. One example is the Real-time Transport Protocol (RTP), which is
designed to support inelastic traffic. RTP uses buffering and discarding strate-
gies to assure that real-time traffic is received by the end user in a smooth con-
tinuous stream. Another example is the Session Initiation Protocol (SIP), an
application-level control protocol for setting up, modifying, and terminating
real-time sessions between participants over an IP data network.

* Quality of service (QoS): The Internet and its underlying local area and wide
area networks must include a QoS capability to provide differing levels of service
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to different types of application traffic. A QoS capability can deal with priority,
delay constraints, delay variability constraints, and other similar requirements.

All of these matters are explored subsequently in this text.

2.7 RECOMMENDED READING AND WEB SITES

For the reader interested in greater detail on TCP/IP, there are two three-volume works that
are more than adequate. The works by Comer and Stevens have become classics and are
considered definitive [COME06, COME99, COMEO1]. The works by Stevens and Wright
are equally worthwhile and more detailed with respect to protocol operation [STEV94,
STEV96, WRIG95]. A more compact and very useful reference work is [RODRO02], which
covers the spectrum of TCP/IP-related protocols in a technically concise but thorough fash-
ion, including coverage of some protocols not found in the other two works.

[GREES0] is a good tutorial overview of the concept of a layered protocol architec-
ture. Two early papers that provide good discussions of the design philosophy of the TCP/IP
protocol suite are [LEIN85] and [CLARSS].

Although somewhat dated, [FURH94] remains a good overview of multimedia topics.
[VOGED95] is a good introduction to QoS considerations for multimedia. [HELLO1] is a
lengthy and worthwhile theoretical treatment of multimedia.

CLARS88 Clark, D. “The Design Philosophy of the DARPA Internet Protocols.” ACM
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Recommended Web sites:’

* TCP/IP Resources List: A useful collection of FAQs, tutorials, guides, Web sites, and
books about TCP/IP.

® Networking Links: Excellent collection of links related to TCP/IP.

¢ Bongo Project: Running IP over bongo drums. An excellent demonstration of the flex-
ibility of a layered protocol architecture and a source of ideas for projects.

2.8 KEY TERMS, REVIEW QUESTIONS, AND PROBLEMS

Key Terms
application layer network layer quality of service (QoS)
checksum Open Systems Interconnec- router
data link layer tion (OSI) service access point (SAP)
elastic traffic peer layer session layer
header physical layer subnetwork
inelastic traffic port Transmission Control Protocol
Internet presentation layer (TCP)
Internet Protocol (IP) protocol transport layer
Internetworking protocol architecture User Datagram Protocol
multimedia protocol data unit (PDU) (UDP)

Review Questions

2.1.  What is the major function of the network access layer?
2.2.  What tasks are performed by the transport layer?
2.3.  What s a protocol?
2.4.  What is a protocol data unit (PDU)?
2.5. What is a protocol architecture?
2.6.  What is TCP/IP?
2.7.  What are some advantages to layering as seen in the TCP/IP architecture?
2.8. Whatis a router?
2.9.  Which version of IP is the most prevalent today?
2.10. Does all traffic running on the Internet use TCP?

2.11.  Compare the address space between IPv4 and IPv6. How many bits are used in
each?

>Because URLs sometimes change, they are not included. For all of the Web sites listed in this and
subsequent chapters, the appropriate link is at this book’s Web site at williamstallings.com/DCC/
DCC8e.html.
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Guests Pizza cook
Host Order clerk
Telephone Telephone

Telephone line

Guests Pizza cook
Host Order clerk
Delivery van Delivery van
Road

Figure 2.12  Architecture for Problem 2.1

Problems

2.1

2.2

2.3
24

2.5

2.6

Using the layer models in Figure 2.12, describe the ordering and delivery of a pizza,
indicating the interactions at each level.

a. The French and Chinese prime ministers need to come to an agreement by
telephone, but neither speaks the other’s language. Further, neither has on
hand a translator that can translate to the language of the other. However,
both prime ministers have English translators on their staffs. Draw a diagram
similar to Figure 2.12 to depict the situation, and describe the interaction and
each level.

b. Now suppose that the Chinese prime minister’s translator can translate only into
Japanese and that the French prime minister has a German translator available. A
translator between German and Japanese is available in Germany. Draw a new
diagram that reflects this arrangement and describe the hypothetical phone con-
versation.

List the major disadvantages with the layered approach to protocols.

Two blue armies are each poised on opposite hills preparing to attack a single red
army in the valley. The red army can defeat either of the blue armies separately but
will fail to defeat both blue armies if they attack simultaneously. The blue armies com-
municate via an unreliable communications system (a foot soldier). The commander
with one of the blue armies would like to attack at noon. His problem is this: If he
sends a message to the other blue army, ordering the attack, he cannot be sure it will
get through. He could ask for acknowledgment, but that might not get through. Is
there a protocol that the two blue armies can use to avoid defeat?

A broadcast network is one in which a transmission from any one attached station
is received by all other attached stations over a shared medium. Examples are a
bus-topology local area network, such as Ethernet, and a wireless radio network.
Discuss the need or lack of need for a network layer (OSI layer 3) in a broadcast
network.

In Figure 2.2, exactly one protocol data unit (PDU) in layer N is encapsulated in a

PDU at layer (N — 1). It is also possible to break one N-level PDU into multiple

(N - 1)-level PDUs (segmentation) or to group multiple N-level PDUs into one

(N —1)-level PDU (blocking).

a. In the case of segmentation, is it necessary that each (N — 1)-level segment contain
a copy of the N-level header?

b. In the case of blocking, is it necessary that each N-level PDU retain its own

header, or can the data be consolidated into a single N-level PDU with a single
N-level header?
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2.7

2.8
2.9

2.10

2.11

2.12
213

2.14

2.15

2.16

217

2.18

2.19

Note:

A TCP segment consisting of 1500 bits of data and 160 bits of header is sent to the IP
layer, which appends another 160 bits of header. This is then transmitted through two
networks, each of which uses a 24-bit packet header. The destination network has a
maximum packet size of 800 bits. How many bits, including headers, are delivered to
the network layer protocol at the destination?

Why is UDP needed? Why can’t a user program directly access IP?

IP, TCP, and UDP all discard a packet that arrives with a checksum error and do not
attempt to notify the source. Why?

Why does the TCP header have a header length field while the UDP header does
not?

The previous version of the TFTP specification, RFC 783, included the following
statement:

All packets other than those used for termination are acknowledged
individually unless a timeout occurs.

The RFC 1350 specification revises this to say:

All packets other than duplicate ACK’s and those used for termination
are acknowledged unless a timeout occurs.

The change was made to fix a problem referred to as the “Sorcerer’s Apprentice.”
Deduce and explain the problem.

What is the limiting factor in the time required to transfer a file using TFTP?

A user on a UNIX host wants to transfer a 4000-byte text file to a Microsoft Windows
host. In order to do this, he transfers the file by means of TFTP, using the netascii trans-
fer mode. Even though the transfer was reported as being performed successfully, the
Windows host reports the resulting file size is 4050 bytes, rather than the original 4000
bytes. Does this difference in the file sizes imply an error in the data transfer? Why or
why not?

The TFTP specification (RFC 1350) states that the transfer identifiers (TIDs) chosen
for a connection should be randomly chosen, so that the probability that the same
number is chosen twice in immediate succession is very low. What would be the prob-
lem of using the same TIDs twice in immediate succession?

In order to be able retransmit lost packets, TFTP must keep a copy of the data it
sends. How many packets of data must TFTP keep at a time to implement this
retransmission mechanism?

TFTP, like most protocols, will never send an error packet in response to an error
packet it receives. Why?

We have seen that in order to deal with lost packets, TFTP implements a timeout-and-
retransmit scheme, by setting a retransmission timer when it transmits a packet to the
remote host. Most TFTP implementations set this timer to a fixed value of about
5 seconds. Discuss the advantages and the disadvantages of using a fixed value for the
retransmission timer.

TFTP’s timeout-and-retransmission scheme implies that all data packets will eventu-
ally be received by the destination host. Will these data also be received uncorrupted?
Why or why not?

This chapter mentions the use of Frame Relay as a specific protocol or system used to
connect to a wide area network. Each organization will have a certain collection of
services available (like Frame Relay) but this is dependent upon provider provision-
ing, cost and customer premises equipment. What are some of the services available
to you in your area?

The following problem concern materials in Appendix H.
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2.20 Based on the principles enunciated in Table H.1,

a. Design an architecture with eight layers and make a case for it.
b. Design one with six layers and make a case for that.

APPENDIX 2A THE TRIVIAL FILE TRANSFER PROTOCOL

This appendix provides an overview of the Internet standard Trivial File Transfer Protocol
(TFTP), defined in RFC 1350. Our purpose is to give the reader some flavor for the elements
of a protocol. TFTP is simple enough to provide a concise example, but includes most of the
significant elements found in other, more complex, protocols.

Introduction to TFTP

TFTP is far simpler than the Internet standard FTP (RFC 959). There are no provisions for
access control or user identification, so TFTP is only suitable for public access file directories.
Because of its simplicity, TFTP is easily and compactly implemented. For example, some disk-
less devices use TFTP to download their firmware at boot time.

TFTP runs on top of UDP. The TFTP entity that initiates the transfer does so by
sending a read or write request in a UDP segment with a destination port of 69 to the tar-
get system. This port is recognized by the target UDP module as the identifier of the TFTP
module. For the duration of the transfer, each side uses a transfer identifier (TID) as its
port number.

TFTP Packets

TFTP entities exchange commands, responses, and file data in the form of packets, each of which
is carried in the body of a UDP segment. TFTP supports five types of packets (Figure 2.13); the
first two bytes contains an opcode that identifies the packet type:

2 bytes n bytes 1 byte n bytes 1 byte
RRQ and .
WRQ packets Opcode Filename 0 Mode 0
2 bytes 2 bytes 0 to 512 bytes
Data packet Opcode LY Data
number

2 bytes 2 bytes

Block
ACK packet Opcode number
2 bytes 2 bytes n bytes 1 byte
Error
Error packet Opcode code ErrMsg 0

Figure 2.13 TFTP Packet Formats
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Table 2.4 TFTP Error Codes

Value Meaning

Not defined, see error message (if any)
File not found

Access violation

Disk full or allocation exceeded
Illegal TFTP operation

Unknown transfer ID

File already exists

~N O R WD =R O

No such user

* RRQ: The read request packet requests permission to transfer a file from the other sys-
tem. The packet includes a file name, which is a sequence of ASCII® bytes terminated by
a zero byte. The zero byte is the means by which the receiving TFTP entity knows
when the file name is terminated. The packet also includes a mode field, which
indicates whether the data file is to be interpreted as a string of ASCII bytes (netascii
mode) or as raw 8-bit bytes (octet mode) of data. In netascii mode, the file is trans-
ferred as lines of characters, each terminated by a carriage return, line feed. Each sys-
tem must translate between its own format for character files and the TFTP format.

e WRQ: The write request packet requests permission to transfer a file to the other
system.

¢ Data: The block numbers on data packets begin with one and increase by one for each
new block of data. This convention enables the program to use a single number to dis-
criminate between new packets and duplicates. The data field is from zero to 512 bytes
long. If it is 512 bytes long, the block is not the last block of data; if it is from zero to
511 bytes long, it signals the end of the transfer.

e ACK: This packet is used to acknowledge receipt of a data packet or a WRQ packet.
An ACK of a data packet contains the block number of the data packet being acknowl-
edged. An ACK of a WRQ contains a block number of zero.

e Error: An error packet can be the acknowledgment of any other type of packet. The
error code is an integer indicating the nature of the error (Table 2.4). The error message
is intended for human consumption and should be in ASCII. Like all other strings, it is
terminated with a zero byte.

All packets other than duplicate ACKs (explained subsequently) and those used for ter-
mination are to be acknowledged. Any packet can be acknowledged by an error packet. If there
are no errors, then the following conventions apply. A WRQ or a data packet is acknowledged
by an ACK packet. When a RRQ is sent, the other side responds (in the absence of error) by
beginning to transfer the file; thus, the first data block serves as an acknowledgment of the
RRQ packet. Unless a file transfer is complete, each ACK packet from one side is followed by
a data packet from the other, so that the data packet functions as an acknowledgment. An error
packet can be acknowledged by any other kind of packet, depending on the circumstance.

SASCII is the American Standard Code for Information Interchange, a standard of the American
National Standards Institute. It designates a unique 7-bit pattern for each letter, with an eighth bit
used for parity. ASCII is equivalent to the International Reference Alphabet (IRA), defined in ITU-T
Recommendation T.50. See Appendix E for a discussion.
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Version 1:115 DS ECN Total length
Identification Flags Fragment offset -
header
Time to Live Protocol = 6 Header checksum
Source address
£ Destination address
% _
S N _ UDP
3 Source port Destination port = 69 header
[
P
Segment length Checksum
_ TFTP
header
Opcode Block number

UDP segment

TFTP Data

TFTP packet

Figure 2.14 A TFTP Packet in Context

Figure 2.14 shows a TFTP data packet in context. When such a packet is handed down
to UDP, UDP adds a header to form a UDP segment. This is then passed to IP, which adds an
IP header to form an IP datagram.

Overview of a Transfer

The example illustrated in Figure 2.15 is of a simple file transfer operation from A to B. No
errors occur and the details of the option specification are not explored.

The operation begins when the TFTP module in system A sends a write request
(WRQ) to the TFTP module in system B. The WRQ packet is carried as the body
of a UDP segment. The write request includes the name of the file (in this case, XXX)
and a mode of octet, or raw data. In the UDP header, the destination port number is 69,
which alerts the receiving UDP entity that this message is intended for the TFTP applica-
tion. The source port number is a TID selected by A, in this case 1511. System B is
prepared to accept the file and so responds with an ACK with a block number of 0. In the
UDP header, the destination port is 1511, which enables the UDP entity at A to route
the incoming packet to the TFTP module, which can match this TID with the
TID in the WRQ. The source port is a TID selected by B for this file transfer, in this
case 1660.

Following this initial exchange, the file transfer proceeds. The transfer consists of one or
more data packets from A, each of which is acknowledged by B. The final data packet con-
tains less than 512 bytes of data, which signals the end of the transfer.
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Figure 2.15 Example TFTP Operation

Errors and Delays

If TFTP operates over a network or internet (as opposed to a direct data link), it is possible
for packets to be lost. Because TFTP operates over UDP, which does not provide a reliable
delivery service, there needs to be some mechanism in TFTP to deal with lost packets. TFTP
uses the common technique of a timeout mechanism. Suppose that A sends a packet to B that
requires an acknowledgment (i.e., any packet other than duplicate ACKs and those used for
termination). When A has transmitted the packet, it starts a timer. If the timer expires before
the acknowledgment is received from B, A retransmits the same packet. If in fact the original
packet was lost, then the retransmission will be the first copy of this packet received by B. If
the original packet was not lost but the acknowledgment from B was lost, then B will receive
two copies of the same packet from A and simply acknowledges both copies. Because of the
use of block numbers, this causes no confusion. The only exception to this rule is for duplicate
ACK packets. The second ACK is ignored.
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Syntax, Semantics, and Timing

In Section 2.1, it was mentioned that the key features of a protocol can be classified as syntax,
semantics, and timing. These categories are easily seen in TFTP. The formats of the various
TFTP packets form the syntax of the protocol. The semantics of the protocol are shown in the
definitions of each of the packet types and the error codes. Finally, the sequence in which
packets are exchanged, the use of block numbers, and the use of timers are all aspects of the
timing of TFTP.
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PART TWO

Data Communications

connected; that is, the two devices are linked by a single transmission path

rather than a network. Even this simple context introduces numerous tech-
nical and design issues. First, we need to understand something about the process
of transmitting signals across a communications link. Both analog and digital
transmission techniques are used. In both cases, the signal can be described as
consisting of a spectrum of components across a range of electromagnetic fre-
quencies. The transmission properties of the signal depend on which frequencies
are involved. Also, the types of impairments, such as attenuation, that a signal suf-
fers are dependent on frequency. A separate concern is the transmission medium
used to transmit signals, which is a factor in determining what performance can be
achieved, in terms of data rate and distance. Closely tied to considerations of the
signal and the medium is the way in which data are encoded on the signal. Again,
the encoding technique is a factor in transmission performance.

Beyond the fundamental concepts of signal, medium, and encoding, Part Two
deals with two other important aspects of data communications: reliability and
efficiency. In any communications scheme, there will be a certain rate of errors
suffered during transmission. A data link control protocol provides mechanisms
for detecting and recovering from such errors, so that a potentially unreliable
transmission path is turned into a reliable data communications link. Finally,
if the capacity of the link is greater than the requirements for a single
transmission, then a variety of multiplexing techniques can be used to provide
for efficient use of the medium.

Part Two deals with the transfer of data between two devices that are directly

ROAD MAP FOR PART TWO

Chapter 3 Data Transmission

The principles of data transmission underlie all of the concepts and
techniques presented in this book. To understand the need for encoding, mul-
tiplexing, switching, error control, and so on, the reader should understand
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the behavior of data signals propagated through a transmission medium.
Chapter 3 discusses the distinction between digital and analog data and
digital and analog transmission. Concepts of attenuation and noise are also
examined.

Chapter 4 Transmission Media

Transmission media can be classified as either guided or wireless. The
most commonly used guided transmission media are twisted pair, coaxial
cable, and optical fiber. Wireless techniques include terrestrial and
satellite microwave, broadcast radio, and infrared. Chapter 4 covers all of
these topics.

Chapter 5 Signal Encoding Techniques

Data come in both analog (continuous) and digital (discrete) form. For
transmission, input data must be encoded as an electrical signal that is
tailored to the characteristics of the transmission medium. Both analog and
digital data can be represented by either analog or digital signals; each of
the four cases is discussed in Chapter 5.

Chapter 6 Digital Data Communication Techniques

In Chapter 6, the emphasis shifts from data transmission to data commu-
nications. For two devices linked by a transmission medium to exchange
digital data, a high degree of cooperation is required. Typically, data are
transmitted one bit at a time over the medium. The timing (rate, duration,
spacing) of these bits must be the same for transmitter and receiver. Two
common communication techniques—asynchronous and synchronous—
are explored. Following this, the chapter examines the topics of transmis-
sion errors and error detection and correction techniques.

Chapter 7 Data Link Control Protocols

True cooperative exchange of digital data between two devices requires
some form of data link control. Chapter 7 examines the fundamental tech-
niques common to all data link control protocols, including flow control
and error control, and then examines the most commonly used protocol,
HDLC.

Chapter 8 Multiplexing

Transmission facilities are, by and large, expensive. It is often the case that
two communication stations will not utilize the full capacity of a data link.
For efficiency, it should be possible to share that capacity. The generic
term for such sharing is multiplexing.
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Chapter 8 concentrates on the three most common types of multiplexing
techniques. The first, frequency division multiplexing (FDM), is the most
widespread and is familiar to anyone who has ever used a radio or televi-
sion set. The second is a particular case of time division multiplexing
(TDM), often known as synchronous TDM. This is commonly used for
multiplexing digitized voice streams. The third type is another form of
TDM that is more complex but potentially more efficient than synchro-
nous TDM; it is referred to as statistical or asynchronous TDM.

Chapter 9 Spread Spectrum

An increasingly popular form of wireless communications is known as
spread spectrum. Two general approaches are used: frequency hopping
and direct sequence spread spectrum. Chapter 9 provides an overview of
both techniques. The chapter also looks at the concept of code division
multiple access (CDMA), which is an application of spread spectrum to
provide multiple access.
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Toto, I've got a feeling we’re not in Kansas anymore.

Judy Garland in The Wizard of Oz

KEY POINTS

e All of the forms of information that are discussed in this book (voice,
data, image, video) can be represented by electromagnetic signals.
Depending on the transmission medium and the communications
environment, either analog or digital signals can be used to convey
information.

* Any electromagnetic signal, analog or digital, is made up of a number
of constituent frequencies. A key parameter that characterizes the sig-
nal is bandwidth, which is the width of the range of frequencies that
comprises the signal. In general, the greater the bandwidth of the sig-
nal, the greater its information-carrying capacity.

° A major problem in designing a communications facility is transmis-
sion impairment. The most significant impairments are attenuation,
attenuation distortion, delay distortion, and the various types of noise.
The various forms of noise include thermal noise, intermodulation
noise, crosstalk, and impulse noise. For analog signals, transmission
impairments introduce random effects that degrade the quality of the
received information and may affect intelligibility. For digital signals,
transmission impairments may cause bit errors at the receiver.

¢ The designer of a communications facility must deal with four factors:
the bandwidth of the signal, the data rate that is used for digital
information, the amount of noise and other impairments, and the level
of error rate that is acceptable. The bandwidth is limited by the
transmission medium and the desire to avoid interference with other
nearby signals. Because bandwidth is a scarce resource, we would like
to maximize the data rate that is achieved in a given bandwidth. The
data rate is limited by the bandwidth, the presence of impairments,
and the error rate that is acceptable.

The successful transmission of data depends principally on two factors: the qual-
ity of the signal being transmitted and the characteristics of the transmission
medium. The objective of this chapter and the next is to provide the reader with
an intuitive feeling for the nature of these two factors.

The first section presents some concepts and terms from the field of electrical
engineering. This should provide sufficient background to deal with the remainder
of the chapter. Section 3.2 clarifies the use of the terms analog and digital. Either
analog or digital data may be transmitted using either analog or digital signals. Fur-
thermore, it is common for intermediate processing to be performed between
source and destination, and this processing has either an analog or digital character.
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Section 3.3 looks at the various impairments that may introduce errors into
the data during transmission. The chief impairments are attenuation, attenuation
distortion, delay distortion, and the various forms of noise. Finally, we look at the
important concept of channel capacity.

3.1 CONCEPTS AND TERMINOLOGY

In this section we introduce some concepts and terms that will be referred to
throughout the rest of the chapter and, indeed, throughout Part Two.

Transmission Terminology

Data transmission occurs between transmitter and receiver over some transmission
medium. Transmission media may be classified as guided or unguided. In both cases,
communication is in the form of electromagnetic waves. With guided media, the
waves are guided along a physical path; examples of guided media are twisted pair,
coaxial cable, and optical fiber. Unguided media, also called wireless, provide a
means for transmitting electromagnetic waves but do not guide them; examples are
propagation through air, vacuum, and seawater.

The term direct link is used to refer to the transmission path between two
devices in which signals propagate directly from transmitter to receiver with no
intermediate devices, other than amplifiers or repeaters used to increase signal
strength. Note that this term can apply to both guided and unguided media.

A guided transmission medium is point to point if it provides a direct link
between two devices and those are the only two devices sharing the medium. In a
multipoint guided configuration, more than two devices share the same medium.

A transmission may be simplex, half duplex, or full duplex. In simplex trans-
mission, signals are transmitted in only one direction; one station is transmitter and
the other is receiver. In half-duplex operation, both stations may transmit, but only
one at a time. In full-duplex operation, both stations may transmit simultaneously. In
the latter case, the medium is carrying signals in both directions at the same time.
How this can be is explained in due course. We should note that the definitions just
given are the ones in common use in the United States (ANSI definitions). Else-
where (ITU-T definitions), the term simplex is used to correspond to half duplex as
defined previously, and duplex is used to correspond to full duplex as just defined.

Frequency, Spectrum, and Bandwidth

In this book, we are concerned with electromagnetic signals used as a means to
transmit data. At point 3 in Figure 1.3, a signal is generated by the transmitter and
transmitted over a medium. The signal is a function of time, but it can also be
expressed as a function of frequency; that is, the signal consists of components of dif-
ferent frequencies. It turns out that the frequency domain view of a signal is more
important to an understanding of data transmission than a time domain view. Both
views are introduced here.

Time Domain Concepts Viewed as a function of time, an electromagnetic signal
can be either analog or digital. An analog signal is one in which the signal intensity
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Amplitude
(volts)
Time
(a) Analog
Amplitude
(volts)
Time
(b) Digital

Figure 3.1 Analog and Digital Waveforms

varies in a smooth fashion over time. In other words, there are no breaks or disconti-
nuities in the signal.' A digital signal is one in which the signal intensity maintains a
constant level for some period of time and then abruptly changes to another constant
level.? Figure 3.1 shows an example of each kind of signal. The continuous signal might
represent speech, and the discrete signal might represent binary 1s and Os.

The simplest sort of signal is a periodic signal, in which the same signal pattern
repeats over time. Figure 3.2 shows an example of a periodic continuous signal (sine
wave) and a periodic discrete signal (square wave). Mathematically, a signal s(7) is
defined to be periodic if and only if

s(t +T) =s(t) —00 <t < +00

where the constant 7'is the period of the signal (7 is the smallest value that satisfies
the equation). Otherwise, a signal is aperiodic.

The sine wave is the fundamental periodic signal. A general sine wave can be
represented by three parameters: peak amplitude (A), frequency (f), and phase (¢).
The peak amplitude is the maximum value or strength of the signal over time;
typically, this value is measured in volts. The frequency is the rate [in cycles per

! A mathematical definition: a signal s(¢) is continuous if 11m s(t) = s(a) for all a.
2This is an idealized definition. In fact, the transition from one voltage level to another will not be instan-
taneous, but there will be a small transition period. Nevertheless, an actual digital signal approximates
closely the ideal model of constant voltage levels with instantaneous transitions.
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Figure 3.2 Examples of Periodic Signals

second, or Hertz (Hz)] at which the signal repeats. An equivalent parameter is the
period (7) of a signal, which is the amount of time it takes for one repetition; there-
fore, T = 1/f. Phase is a measure of the relative position in time within a single
period of a signal, as is illustrated subsequently. More formally, for a periodic signal
f(¢t), phase is the fractional part /T of the period T through which ¢ has advanced rel-
ative to an arbitrary origin. The origin is usually taken as the last previous passage
through zero from the negative to the positive direction.
The general sine wave can be written

s(t) = Asin(2wft + ¢)

A function with the form of the preceding equation is known as a sinusoid.
Figure 3.3 shows the effect of varying each of the three parameters. In part (a) of the
figure, the frequency is 1 Hz; thus the period is 7" = 1 second. Part (b) has the same
frequency and phase but a peak amplitude of 0.5. In part (c) we have f = 2, which
is equivalent to 7" = 0.5. Finally, part (d) shows the effect of a phase shift of 7/4
radians, which is 45 degrees (27 radians = 360° = 1 period).
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In Figure 3.3, the horizontal axis is time; the graphs display the value of a sig-
nal at a given point in space as a function of time. These same graphs, with a change
of scale, can apply with horizontal axes in space. In this case, the graphs display the
value of a signal at a given point in time as a function of distance. For example, for a
sinusoidal transmission (e.g., an electromagnetic radio wave some distance from a
radio antenna, or sound some distance from a loudspeaker), at a particular instant
of time, the intensity of the signal varies in a sinusoidal way as a function of distance
from the source.

There is a simple relationship between the two sine waves, one in time and one
in space. The wavelength () of a signal is the distance occupied by a single cycle, or,
put another way, the distance between two points of corresponding phase of two
consecutive cycles. Assume that the signal is traveling with a velocity v. Then the
wavelength is related to the period as follows: A = vT. Equivalently, Af = v. Of
particular relevance to this discussion is the case where v = c, the speed of light in
free space, which is approximately 3 X 10% m/s.

Frequency Domain Concepts In practice, an electromagnetic signal will be
made up of many frequencies. For example, the signal
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s(t) = [4/m) X (sin(2aft) + (1/3)sin(27(3f)1)]
is shown in Figure 3.4c. The components of this signal are just sine waves of frequen-

cies fand 3f; parts (a) and (b) of the figure show these individual components.® There
are two interesting points that can be made about this figure:

NN /N

0.0
-0.5
-1.0 \/ \\/
0.0T7 0.5T 1.0T 1.5T 2.0T
(a) sin(27ft)
1.0
0.5

N4 N4
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-1.0

0.07 0.5T 10T 151 2.0

(b) (1/3) sin27(3/) 1)

10 DN\ JANERVAN

0.5
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A V) (S V)

0.07 0.5T 107 15T 2.0T

(c) (4/m) [sinQ2mft) + (1/3)sin27(3/) )]
Figure 3.4 Addition of Frequency Components (T = 1/f)

3The scaling factor of 4/ is used to produce a wave whose peak amplitude is close to 1.
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¢ The second frequency is an integer multiple of the first frequency. When all of
the frequency components of a signal are integer multiples of one frequency,
the latter frequency is referred to as the fundamental frequency.

e The period of the total signal is equal to the period of the fundamental
frequency. The period of the component sin (277ft) is T = 1/f, and the period
of s(¢) is also T, as can be seen from Figure 3.4c.

It can be shown, using a discipline known as Fourier analysis, that any signal is
made up of components at various frequencies, in which each component is a sinu-
soid. By adding together enough sinusoidal signals, each with the appropriate ampli-
tude, frequency, and phase, any electromagnetic signal can be constructed. Put
another way, any electromagnetic signal can be shown to consist of a collection of
periodic analog signals (sine waves) at different amplitudes, frequencies, and phases.
The importance of being able to look at a signal from the frequency perspective
(frequency domain) rather than a time perspective (time domain) should become
clear as the discussion proceeds. For the interested reader, the subject of Fourier
analysis is introduced in Appendix A.

So we can say that for each signal, there is a time domain function s(f) that speci-
fies the amplitude of the signal at each instant in time. Similarly, there is a frequency
domain function S(f) that specifies the peak amplitude of the constituent frequencies of
the signal. Figure 3.5a shows the frequency domain function for the signal of Figure 3.4c.
Note that, in this case, S(f) is discrete. Figure 3.5b shows the frequency domain function
for a single square pulse that has the value 1 between — X /2 and X/2,and is 0 elsewhere.*
Note that in this case S(f) is continuous and that it has nonzero values indefinitely,
although the magnitude of the frequency components rapidly shrinks for larger f.
These characteristics are common for real signals.

The spectrum of a signal is the range of frequencies that it contains. For the
signal of Figure 3.4c, the spectrum extends from f to 3f. The absolute bandwidth
of a signal is the width of the spectrum. In the case of Figure 3.4c, the bandwidth
is 2f. Many signals, such as that of Figure 3.5b, have an infinite bandwidth.
However, most of the energy in the signal is contained in a relatively narrow
band of frequencies. This band is referred to as the effective bandwidth, or just
bandwidth.

One final term to define is dc component. If a signal includes a component of
zero frequency, that component is a direct current (dc) or constant component. For
example, Figure 3.6 shows the result of adding a dc component to the signal of
Figure 3.4c. With no dc component, a signal has an average amplitude of zero, as
seen in the time domain. With a dc component, it has a frequency term at f = 0 and
a nonzero average amplitude.

Relationship between Data Rate and Bandwidth We have said that effec-
tive bandwidth is the band within which most of the signal energy is concentrated. The
meaning of the term most in this context is somewhat arbitrary. The important issue

*In fact, the function S(f) for this case is symmetric around f = 0 and so has values for negative fre-
quencies. The presence of negative frequencies is a mathematical artifact whose explanation is beyond
the scope of this book.
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Figure 3.5 Frequency Domain Representations

here is that, although a given waveform may contain frequencies over a very broad
range, as a practical matter any transmission system (transmitter plus medium plus
receiver) will be able to accommodate only a limited band of frequencies. This, in turn,
limits the data rate that can be carried on the transmission medium.

To try to explain these relationships, consider the square wave of Figure 3.2b.
Suppose that we let a positive pulse represent binary 0 and a negative pulse repre-
sent binary 1. Then the waveform represents the binary stream 0101. ... The dura-
tion of each pulse is 1/(2f); thus the data rate is 2f bits per second (bps). What are the
frequency components of this signal? To answer this question, consider again
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Figure 3.4. By adding together sine waves at frequencies f and 3f, we get a waveform
that begins to resemble the original square wave. Let us continue this process by
adding a sine wave of frequency 5f, as shown in Figure 3.7a, and then adding a sine
wave of frequency 7f, as shown in Figure 3.7b. As we add additional odd multiples of
f, suitably scaled, the resulting waveform approaches that of a square wave more
and more closely.

Indeed, it can be shown that the frequency components of the square wave
with amplitudes A and — A can be expressed as follows:

4 X sin(27kft
T koddk=1 k

Thus, this waveform has an infinite number of frequency components and hence an
infinite bandwidth. However, the peak amplitude of the kth frequency component,
kf, is only 1/k, so most of the energy in this waveform is in the first few frequency
components. What happens if we limit the bandwidth to just the first three fre-
quency components? We have already seen the answer, in Figure 3.7a. As we can
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see, the shape of the resulting waveform is reasonably close to that of the original
square wave.

We can use Figures 3.4 and 3.7 to illustrate the relationship between data rate
and bandwidth. Suppose that we are using a digital transmission system that is capa-
ble of transmitting signals with a bandwidth of 4 MHz. Let us attempt to transmit a
sequence of alternating 1s and Os as the square wave of Figure 3.7c. What data rate
can be achieved? We look at three cases.

Case 1. Let us approximate our square wave with the waveform of Figure 3.7a.
Although this waveform is a “distorted” square wave, it is sufficiently close to the
square wave that a receiver should be able to discriminate between a binary 0
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and a binary 1.If we let f = 10° cycles/second = 1 MHz, then the bandwidth of
the signal

1 1
sin((27 X 10%)¢) + sin((2m X 3 % 10%)¢) + sin((2m x5 % 10%)t)

is (5 X 10°) — 10° = 4 MHz. Note that for f = 1 MHz, the period of the
fundamental frequency is 7 = 1/10° = 107 = 1 us. If we treat this waveform as
a bit string of 1s and Os, one bit occurs every 0.5 us, for a data rate of
2 X 10% = 2 Mbps. Thus, for a bandwidth of 4 MHz, a data rate of 2 Mbps is
achieved.

Case II. Now suppose that we have a bandwidth of 8 MHz. Let us look again at
Figure 3.7a, but now with f = 2 MHz. Using the same line of reasoning as
before, the bandwidth of the signal is (5 X 2 X 10%) — (2 X 10°) = 8§ MHz.
But in this case T = 1/f = 0.5 us. As a result, one bit occurs every 0.25 us for a
data rate of 4 Mbps. Thus, other things being equal, by doubling the bandwidth,
we double the potential data rate.

Case III. Now suppose that the waveform of Figure 3.4c is considered adequate
for approximating a square wave. That is, the difference between a positive and
negative pulse in Figure 3.4c is sufficiently distinct that the waveform can be suc-
cessfully used to represent a sequence of 1s and Os. Assume as in Case II that
f=2MHzand T = 1/f = 0.5 us, so that one bit occurs every 0.25 us for a
data rate of 4 Mbps. Using the waveform of Figure 3.4c, the bandwidth of the sig-
nal is (3 X 2 X 10°) — (2 X 10°) = 4 MHz. Thus, a given bandwidth can sup-
port various data rates depending on the ability of the receiver to discern the
difference between 0 and 1 in the presence of noise and other impairments.

To summarize,
e Case I: Bandwidth = 4 MHz; data rate = 2 Mbps
e Case II: Bandwidth = 8§ MHz; data rate = 4 Mbps
e Case III: Bandwidth = 4 MHz; data rate = 4 Mbps

We can draw the following conclusions from the preceding discussion. In general,
any digital waveform will have infinite bandwidth. If we attempt to transmit this wave-
form as a signal over any medium, the transmission system will limit the bandwidth that
can be transmitted. Furthermore, for any given medium, the greater the bandwidth
transmitted, the greater the cost. Thus, on the one hand, economic and practical reasons
dictate that digital information be approximated by a signal of limited bandwidth. On
the other hand, limiting the bandwidth creates distortions, which makes the task of
interpreting the received signal more difficult. The more limited the bandwidth, the
greater the distortion, and the greater the potential for error by the receiver.

One more illustration should serve to reinforce these concepts. Figure 3.8
shows a digital bit stream with a data rate of 2000 bits per second. With a bandwidth
of 2500 Hz, or even 1700 Hz, the representation is quite good. Furthermore, we can
generalize these results. If the data rate of the digital signal is W bps, then a very
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Figure 3.8 Effect of Bandwidth on a Digital Signal

good representation can be achieved with a bandwidth of 2W Hz. However, unless
noise is very severe, the bit pattern can be recovered with less bandwidth than this
(see the discussion of channel capacity in Section 3.4).

Thus, there is a direct relationship between data rate and bandwidth: The
higher the data rate of a signal, the greater is its required effective bandwidth.
Looked at the other way, the greater the bandwidth of a transmission system, the
higher is the data rate that can be transmitted over that system.

Another observation worth making is this: If we think of the bandwidth of a
signal as being centered about some frequency, referred to as the center frequency,
then the higher the center frequency, the higher the potential bandwidth and there-
fore the higher the potential data rate. For example, if a signal is centered at 2 MHz,
its maximum potential bandwidth is 4 MHz.
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We return to a discussion of the relationship between bandwidth and data rate
in Section 3.4, after a consideration of transmission impairments.

3.2 ANALOG AND DIGITAL DATA TRANSMISSION

The terms analog and digital correspond, roughly, to continuous and discrete,
respectively. These two terms are used frequently in data communications in at least
three contexts: data, signaling, and transmission.

Briefly, we define data as entities that convey meaning, or information. Signals
are electric or electromagnetic representations of data. Signaling is the physical
propagation of the signal along a suitable medium. Transmission is the communica-
tion of data by the propagation and processing of signals. In what follows, we try to
make these abstract concepts clear by discussing the terms analog and digital as
applied to data, signals, and transmission.

Analog and Digital Data

The concepts of analog and digital data are simple enough. Analog data take on
continuous values in some interval. For example, voice and video are continuously
varying patterns of intensity. Most data collected by sensors, such as temperature
and pressure, are continuous valued. Digital data take on discrete values; examples
are text and integers.

The most familiar example of analog data is audio, which, in the form of
acoustic sound waves, can be perceived directly by human beings. Figure 3.9 shows
the acoustic spectrum for human speech and for music.’ Frequency components of
typical speech may be found between approximately 100 Hz and 7 kHz. Although
much of the energy in speech is concentrated at the lower frequencies, tests have
shown that frequencies below 600 or 700 Hz add very little to the intelligibility of
speech to the human ear. Typical speech has a dynamic range of about 25 dB;® that
is, the power produced by the loudest shout may be as much as 300 times greater
than the least whisper. Figure 3.9 also shows the acoustic spectrum and dynamic
range for music.

Another common example of analog data is video. Here it is easier to charac-
terize the data in terms of the TV screen (destination) rather than the original
scene (source) recorded by the TV camera. To produce a picture on the screen, an
electron beam scans across the surface of the screen from left to right and top to
bottom. For black-and-white television, the amount of illumination produced (on a
scale from black to white) at any point is proportional to the intensity of the beam
as it passes that point. Thus at any instant in time the beam takes on an analog value
of intensity to produce the desired brightness at that point on the screen. Further, as

SNote the use of a log scale for the x-axis. Because the y-axis is in units of decibels, it is effectively a log
scale also. A basic review of log scales is in the math refresher document at the Computer Science
Student Resource Site at WilliamStallings.com/StudentSupport.html.

The concept of decibels is explained in Appendix 3A.
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Figure 3.9 Acoustic Spectrum of Speech and Music [CARN99a]

the beam scans, the analog value changes. Thus the video image can be thought of as
a time-varying analog signal.

Figure 3.10 depicts the scanning process. At the end of each scan line, the beam
is swept rapidly back to the left (horizontal retrace). When the beam reaches the
bottom, it is swept rapidly back to the top (vertical retrace). The beam is turned off
(blanked out) during the retrace intervals.

To achieve adequate resolution, the beam produces a total of 483 horizontal
lines at a rate of 30 complete scans of the screen per second. Tests have shown
that this rate will produce a sensation of flicker rather than smooth motion. To
provide a flicker-free image without increasing the bandwidth requirement, a
technique known as interlacing is used. As Figure 3.10 shows, the odd numbered
scan lines and the even numbered scan lines are scanned separately, with odd and
even fields alternating on successive scans. The odd field is the scan from A to B
and the even field is the scan from C to D. The beam reaches the middle of the
screen’s lowest line after 241.5 lines. At this point, the beam is quickly reposi-
tioned at the top of the screen and recommences in the middle of the screen’s
topmost visible line to produce an additional 241.5 lines interlaced with the orig-
inal set. Thus the screen is refreshed 60 times per second rather than 30, and
flicker is avoided.

A familiar example of digital data is text or character strings. While textual
data are most convenient for human beings, they cannot, in character form, be easily
stored or transmitted by data processing and communications systems. Such systems
are designed for binary data. Thus a number of codes have been devised by which
characters are represented by a sequence of bits. Perhaps the earliest common
example of this is the Morse code. Today, the most commonly used text code is the
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Figure 3.10  Video Interlaced Scanning

International Reference Alphabet (IRA).” Each character in this code is repre-
sented by a unique 7-bit pattern; thus 128 different characters can be represented.
This is a larger number than is necessary, and some of the patterns represent invisible
control characters. IRA-encoded characters are almost always stored and transmitted
using 8 bits per character. The eighth bit is a parity bit used for error detection. This
bit is set such that the total number of binary 1s in each octet is always odd (odd
parity) or always even (even parity). Thus a transmission error that changes a single
bit, or any odd number of bits, can be detected.

Analog and Digital Signals

In a communications system, data are propagated from one point to another by
means of electromagnetic signals. An analog signal is a continuously varying elec-
tromagnetic wave that may be propagated over a variety of media, depending on

IRA is defined in ITU-T Recommendation T.50 and was formerly known as International Alphabet
Number 5 (IAS). The U.S. national version of IRA is referred to as the American Standard Code for
Information Interchange (ASCII). Appendix E provides a description and table of the IRA code.
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spectrum; examples are wire media, such as twisted pair and coaxial cable; fiber
optic cable; and unguided media, such as atmosphere or space propagation. A digital
signal is a sequence of voltage pulses that may be transmitted over a wire medium;
for example, a constant positive voltage level may represent binary 0 and a constant
negative voltage level may represent binary 1.

The principal advantages of digital signaling are that it is generally cheaper
than analog signaling and is less susceptible to noise interference. The principal dis-
advantage is that digital signals suffer more from attenuation than do analog signals.
Figure 3.11 shows a sequence of voltage pulses, generated by a source using two
voltage levels, and the received voltage some distance down a conducting medium.
Because of the attenuation, or reduction, of signal strength at higher frequencies,
the pulses become rounded and smaller. It should be clear that this attenuation can
lead rather quickly to the loss of the information contained in the propagated signal.

In what follows, we first look at some specific examples of signal types and
then discuss the relationship between data and signals.

Examples Let us return to our three examples of the preceding subsection. For
each example, we will describe the signal and estimate its bandwidth.

The most familiar example of analog information is audio, or acoustic, informa-
tion, which, in the form of sound waves, can be perceived directly by human beings. One
form of acoustic information, of course, is human speech. This form of information is
easily converted to an electromagnetic signal for transmission (Figure 3.12). In essence,
all of the sound frequencies, whose amplitude is measured in terms of loudness, are
converted into electromagnetic frequencies, whose amplitude is measured in volts. The
telephone handset contains a simple mechanism for making such a conversion.

In this graph of a typical analog signal, the
variations in amplitude and frequency convey the
gradations of loudness and pitch in speech or music.
Similar signals are used to transmit television
pictures, but at much higher frequencies.

Figure 3.12  Conversion of Voice Input to Analog Signal
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In the case of acoustic data (voice), the data can be represented directly by an
electromagnetic signal occupying the same spectrum. However, there is a need to
compromise between the fidelity of the sound as transmitted electrically and the
cost of transmission, which increases with increasing bandwidth. As mentioned, the
spectrum of speech is approximately 100 Hz to 7 kHz, although a much narrower
bandwidth will produce acceptable voice reproduction. The standard spectrum for a
voice channel is 300 to 3400 Hz. This is adequate for speech transmission, minimizes
required transmission capacity, and allows the use of rather inexpensive telephone
sets. The telephone transmitter converts the incoming acoustic voice signal into an
electromagnetic signal over the range 300 to 3400 Hz. This signal is then transmitted
through the telephone system to a receiver, which reproduces it as acoustic sound.

Now let us look at the video signal. To produce a video signal, a TV camera,
which performs similar functions to the TV receiver, is used. One component of the
camera is a photosensitive plate, upon which a scene is optically focused. An elec-
tron beam sweeps across the plate from left to right and top to bottom, in the same
fashion as depicted in Figure 3.10 for the receiver. As the beam sweeps, an analog
electric signal is developed proportional to the brightness of the scene at a particu-
lar spot. We mentioned that a total of 483 lines are scanned at a rate of 30 complete
scans per second. This is an approximate number taking into account the time lost
during the vertical retrace interval. The actual U.S. standard is 525 lines, but of these
about 42 are lost during vertical retrace. Thus the horizontal scanning frequency
is (525 lines) X (30scan/s) = 15,750 lines per second, or 63.5 us/line. Of the
63.5 us, about 11 us are allowed for horizontal retrace, leaving a total of 52.5 us
per video line.

Now we are in a position to estimate the bandwidth required for the video signal.
To do this we must estimate the upper (maximum) and lower (minimum) frequency of
the band. We use the following reasoning to arrive at the maximum frequency: The
maximum frequency would occur during the horizontal scan if the scene were alternat-
ing between black and white as rapidly as possible. We can estimate this maximum
value by considering the resolution of the video image. In the vertical dimension, there
are 483 lines, so the maximum vertical resolution would be 483. Experiments have
shown that the actual subjective resolution is about 70% of that number, or about 338
lines. In the interest of a balanced picture, the horizontal and vertical resolutions should
be about the same. Because the ratio of width to height of a TV screen is 4 : 3, the hori-
zontal resolution should be about 4/3 X 338 = 450 lines. As a worst case, a scanning
line would be made up of 450 elements alternating black and white. The scan would
result in a wave, with each cycle of the wave consisting of one higher (black) and one
lower (white) voltage level. Thus there would be 450/2 = 225 cycles of the wave in
52.5 ps, for a maximum frequency of about 4.2 MHz. This rough reasoning, in fact, is
fairly accurate. The lower limit is a dc or zero frequency, where the dc component cor-
responds to the average illumination of the scene (the average value by which the
brightness exceeds the reference black level). Thus the bandwidth of the video signal is
approximately 4 MHz — 0 = 4 MHz.

The foregoing discussion did not consider color or audio components of the
signal. It turns out that, with these included, the bandwidth remains about 4 MHz.

Finally, the third example described is the general case of binary data. Binary
data is generated by terminals, computers, and other data processing equipment
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Figure 3.13 Conversion of PC Input to Digital Signal

and then converted into digital voltage pulses for transmission, as illustrated in
Figure 3.13. A commonly used signal for such data uses two constant (dc) voltage
levels, one level for binary 1 and one level for binary 0. (In Chapter 5, we shall see
that this is but one alternative, referred to as NRZ.) Again, we are interested in
the bandwidth of such a signal. This will depend, in any specific case, on the exact
shape of the waveform and the sequence of 1s and 0s. We can obtain some under-
standing by considering Figure 3.8 (compare Figure 3.7). As can be seen, the
greater the bandwidth of the signal, the more faithfully it approximates a digital
pulse stream.

Data and Signals In the foregoing discussion, we have looked at analog signals
used to represent analog data and digital signals used to represent digital data. Gen-
erally, analog data are a function of time and occupy a limited frequency spectrum;
such data can be represented by an electromagnetic signal occupying the same spec-
trum. Digital data can be represented by digital signals, with a different voltage level
for each of the two binary digits.

As Figure 3.14 illustrates, these are not the only possibilities. Digital data can
also be represented by analog signals by use of a modem (modulator/demodulator).
The modem converts a series of binary (two-valued) voltage pulses into an analog
signal by encoding the digital data onto a carrier frequency. The resulting signal
occupies a certain spectrum of frequency centered about the carrier and may be
propagated across a medium suitable for that carrier. The most common modems
represent digital data in the voice spectrum and hence allow those data to be prop-
agated over ordinary voice-grade telephone lines. At the other end of the line,
another modem demodulates the signal to recover the original data.

In an operation very similar to that performed by a modem, analog data can
be represented by digital signals. The device that performs this function for voice
data is a codec (coder-decoder). In essence, the codec takes an analog signal that
directly represents the voice data and approximates that signal by a bit stream. At
the receiving end, the bit stream is used to reconstruct the analog data.

Thus, Figure 3.14 suggests that data may be encoded into signals in a variety of
ways. We will return to this topic in Chapter 5.
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Figure 3.14 Analog and Digital Signaling of Analog and Digital Data

Analog and Digital Transmission

Both analog and digital signals may be transmitted on suitable transmission
media. The way these signals are treated is a function of the transmission system.
Table 3.1 summarizes the methods of data transmission. Analog transmission is
a means of transmitting analog signals without regard to their content; the sig-
nals may represent analog data (e.g., voice) or digital data (e.g., binary data that
pass through a modem). In either case, the analog signal will become weaker
(attenuate) after a certain distance. To achieve longer distances, the analog
transmission system includes amplifiers that boost the energy in the signal.
Unfortunately, the amplifier also boosts the noise components. With amplifiers
cascaded to achieve long distances, the signal becomes more and more distorted.
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Analog Data

Digital Data

Analog Signal

Digital Signal
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Analog and Digital Transmission

(a) Data and Signals

Analog Signal

Digital Signal

Two alternatives: (1) signal
occupies the same spectrum as the
analog data; (2) analog data are
encoded to occupy a different
portion of spectrum.

Analog data are encoded using a codec to produce
a digital bit stream.

Digital data are encoded using a
modem to produce analog signal.

Two alternatives: (1) signal consists of two voltage
levels to represent the two binary values; (2)
digital data are encoded to produce a digital signal
with desir ed properties.

(b) Treatment of Signals

Analog Transmission

Digital Transmission

Is propagated through amplifiers;
same treatment whether signal is
used to represent analog data or
digital data.

Assumes that the analog signal represents digital
data. Signal is propagated through repeaters;

at each repeater, digital data are recovered from
inbound signal and used to generate a new analog
outbound signal.

Not used

Digital signal represents a stream of 1s and Os,
which may represent digital data or may be an
encoding of analog data. Signal is propagated
through repeaters; at each repeater, stream of 1s
and Os is recovered from inbound signal and used
to generate a new digital outbound signal.

For analog data, such as voice, quite a bit of distortion can be tolerated and the
data remain intelligible. However, for digital data, cascaded amplifiers will intro-
duce errors.

Digital transmission, in contrast, assumes a binary content to the signal. A
digital signal can be transmitted only a limited distance before attenuation,
noise, and other impairments endanger the integrity of the data. To achieve
greater distances, repeaters are used. A repeater receives the digital signal,
recovers the pattern of 1s and Os, and retransmits a new signal. Thus the attenua-
tion is overcome.

The same technique may be used with an analog signal if it is assumed that the
signal carries digital data. At appropriately spaced points, the transmission system
has repeaters rather than amplifiers. The repeater recovers the digital data from the
analog signal and generates a new, clean analog signal. Thus noise is not cumulative.

The question naturally arises as to which is the preferred method of transmis-
sion. The answer being supplied by the telecommunications industry and its cus-
tomers is digital. Both long-haul telecommunications facilities and intrabuilding
services have moved to digital transmission and, where possible, digital signaling
techniques. The most important reasons are as follows:
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¢ Digital technology: The advent of large-scale integration (LSI) and very-large-
scale integration (VLSI) technology has caused a continuing drop in the cost
and size of digital circuitry. Analog equipment has not shown a similar drop.

¢ Data integrity: With the use of repeaters rather than amplifiers, the effects of
noise and other signal impairments are not cumulative. Thus it is possible to
transmit data longer distances and over lower quality lines by digital means
while maintaining the integrity of the data.

e Capacity utilization: It has become economical to build transmission links of
very high bandwidth, including satellite channels and optical fiber. A high
degree of multiplexing is needed to utilize such capacity effectively, and this is
more easily and cheaply achieved with digital (time division) rather than ana-
log (frequency division) techniques. This is explored in Chapter 8.

¢ Security and privacy: Encryption techniques can be readily applied to digital
data and to analog data that have been digitized.

¢ Integration: By treating both analog and digital data digitally, all signals have
the same form and can be treated similarly. Thus economies of scale and con-
venience can be achieved by integrating voice, video, and digital data.

3.3 TRANSMISSION IMPAIRMENTS

With any communications system, the signal that is received may differ from the sig-
nal that is transmitted due to various transmission impairments. For analog signals,
these impairments can degrade the signal quality. For digital signals, bit errors may
be introduced, such that a binary 1 is transformed into a binary 0 or vice versa.
In this section, we examine the various impairments and how they may affect the
information-carrying capacity of a communication link; Chapter 5 looks at measures
that can be taken to compensate for these impairments.
The most significant impairments are

e Attenuation and attenuation distortion
e Delay distortion
* Noise

Attenuation

The strength of a signal falls off with distance over any transmission medium. For
guided media, this reduction in strength, or attenuation, is generally exponential and
thus is typically expressed as a constant number of decibels per unit distance. For
unguided media, attenuation is a more complex function of distance and the
makeup of the atmosphere. Attenuation introduces three considerations for the
transmission engineer. First, a received signal must have sufficient strength so that
the electronic circuitry in the receiver can detect the signal. Second, the signal must
maintain a level sufficiently higher than noise to be received without error. Third,
attenuation varies with frequency.

The first and second problems are dealt with by attention to signal strength and
the use of amplifiers or repeaters. For a point-to-point link, the signal strength of the
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transmitter must be strong enough to be received intelligibly, but not so strong as to
overload the circuitry of the transmitter or receiver, which would cause distortion.
Beyond a certain distance, the attenuation becomes unacceptably great, and repeaters
or amplifiers are used to boost the signal at regular intervals. These problems are more
complex for multipoint lines where the distance from transmitter to receiver is variable.

The third problem is particularly noticeable for analog signals. Because the
attenuation varies as a function of frequency, the received signal is distorted, reduc-
ing intelligibility. To overcome this problem, techniques are available for equalizing
attenuation across a band of frequencies. This is commonly done for voice-grade
telephone lines by using loading coils that change the electrical properties of the
line; the result is to smooth out attenuation effects. Another approach is to use
amplifiers that amplify high frequencies more than lower frequencies.

An example is provided in Figure 3.15a, which shows attenuation as a function
of frequency for a typical leased line. In the figure, attenuation is measured relative
to the attenuation at 1000 Hz. Positive values on the y-axis represent attenuation
greater than that at 1000 Hz. A 1000-Hz tone of a given power level is applied to the
input, and the power, Py, is measured at the output. For any other frequency f, the
procedure is repeated and the relative attenuation in decibels is®

Ny = ~10Togio
= —10log——
! 1Py 00

The solid line in Figure 3.15a shows attenuation without equalization. As can
be seen, frequency components at the upper end of the voice band are attenuated
much more than those at lower frequencies. It should be clear that this will result in
a distortion of the received speech signal. The dashed line shows the effect of equal-
ization. The flattened response curve improves the quality of voice signals. It also
allows higher data rates to be used for digital data that are passed through a modem.

Attenuation distortion can present less of a problem with digital signals. As
we have seen, the strength of a digital signal falls off rapidly with frequency
(Figure 3.5b); most of the content is concentrated near the fundamental frequency
or bit rate of the signal.

Delay Distortion

Delay distortion occurs because the velocity of propagation of a signal through a
guided medium varies with frequency. For a bandlimited signal, the velocity tends to
be highest near the center frequency and fall off toward the two edges of the band.
Thus various frequency components of a signal will arrive at the receiver at different
times, resulting in phase shifts between the different frequencies.

This effect is referred to as delay distortion because the received signal is
distorted due to varying delays experienced at its constituent frequencies. Delay dis-
tortion is particularly critical for digital data. Consider that a sequence of bits is
being transmitted, using either analog or digital signals. Because of delay distortion,
some of the signal components of one bit position will spill over into other bit posi-
tions, causing intersymbol interference, which is a major limitation to maximum bit
rate over a transmission channel.

8In the remainder of this book, unless otherwise indicated, we use log(x) to mean log;o(x).
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Equalizing techniques can also be used for delay distortion. Again using a
leased telephone line as an example, Figure 3.15b shows the effect of equalization
on delay as a function of frequency.

Noise

For any data transmission event, the received signal will consist of the transmitted
signal, modified by the various distortions imposed by the transmission system, plus
additional unwanted signals that are inserted somewhere between transmission and
reception. The latter, undesired signals are referred to as noise. Noise is the major
limiting factor in communications system performance.

Noise may be divided into four categories:

e Thermal noise

¢ Intermodulation noise
e Crosstalk

¢ Impulse noise

Thermal noise is due to thermal agitation of electrons. It is present in all elec-
tronic devices and transmission media and is a function of temperature. Thermal
noise is uniformly distributed across the bandwidths typically used in communica-
tions systems and hence is often referred to as white noise. Thermal noise cannot be
eliminated and therefore places an upper bound on communications system perfor-
mance. Because of the weakness of the signal received by satellite earth stations,
thermal noise is particularly significant for satellite communication.

The amount of thermal noise to be found in a bandwidth of 1 Hz in any device
or conductor is

Ny = kT (W/Hz)
where’

N, = noise power density in watts per 1 Hz of bandwidth

k = Boltzmann’s constant = 1.38 X 107 J/K
T = temperature, in kelvins (absolute temperature), where the
symbol K is used to represent 1 kelvin

EXAMPLE 3.1 Room temperature is usually specified as 7" = 17°C, or 290 K.
At this temperature, the thermal noise power density is

Ny = (1.38 X 107%) X 290 = 4 X 102! W/Hz = —204 dBW/Hz

where dBW is the decibel-watt, defined in Appendix 3A.

A Joule (J) is the International System (SI) unit of electrical, mechanical, and thermal energy. A Watt is the
ST unit of power, equal to one Joule per second. The kelvin (K) is the SI unit of thermodynamic temperature.
For a temperature in kelvins of 7, the corresponding temperature in degrees Celsius is equal to 7 — 273.15.
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The noise is assumed to be independent of frequency. Thus the thermal noise
in watts present in a bandwidth of B Hertz can be expressed as
N =KkTB
or, in decibel-watts,

N

10logk + 10log T + 10 log B
—228.6dBW + 10log T + 10log B

EXAMPLE 3.2 Given a receiver with an effective noise temperature of 294 K
and a 10-MHz bandwidth, the thermal noise level at the receiver’s output is

N = —228.6 dBW + 10log(294) + 10 log 10
= —208.6 + 24.7 + 70
~133.9 dBW

When signals at different frequencies share the same transmission medium,
the result may be intermodulation noise. The effect of intermodulation noise is to
produce signals at a frequency that is the sum or difference of the two original
frequencies or multiples of those frequencies. For example, the mixing of signals at
frequencies f; and f, might produce energy at the frequency f; + f,. This derived
signal could interfere with an intended signal at the frequency f; + f.

Intermodulation noise is produced by nonlinearities in the transmitter, receiver,
and/or intervening transmission medium. Ideally, these components behave as linear
systems; that is, the output is equal to the input times a constant. However, in any real
system, the output is a more complex function of the input. Excessive nonlinearity can
be caused by component malfunction or overload from excessive signal strength. It is
under these circumstances that the sum and difference frequency terms occur.

Crosstalk has been experienced by anyone who, while using the telephone, has
been able to hear another conversation; it is an unwanted coupling between signal
paths. It can occur by electrical coupling between nearby twisted pairs or, rarely,
coax cable lines carrying multiple signals. Crosstalk can also occur when microwave
antennas pick up unwanted signals; although highly directional antennas are used,
microwave energy does spread during propagation. Typically, crosstalk is of the
same order of magnitude as, or less than, thermal noise.

All of the types of noise discussed so far have reasonably predictable and rel-
atively constant magnitudes. Thus it is possible to engineer a transmission system to
cope with them. Impulse noise, however, is noncontinuous, consisting of irregular
pulses or noise spikes of short duration and of relatively high amplitude. It is gener-
ated from a variety of causes, including external electromagnetic disturbances, such
as lightning, and faults and flaws in the communications system.

Impulse noise is generally only a minor annoyance for analog data. For exam-
ple, voice transmission may be corrupted by short clicks and crackles with no loss of
intelligibility. However, impulse noise is the primary source of error in digital data
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communication. For example, a sharp spike of energy of 0.01 s duration would not
destroy any voice data but would wash out about 560 bits of digital data being trans-
mitted at 56 kbps. Figure 3.16 is an example of the effect of noise on a digital signal.
Here the noise consists of a relatively modest level of thermal noise plus occasional
spikes of impulse noise. The digital data can be recovered from the signal by sam-
pling the received waveform once per bit time. As can be seen, the noise is occasion-
ally sufficient to changealtoaOoraOtoal.

3.4 CHANNEL CAPACITY

We have seen that there are a variety of impairments that distort or corrupt a signal.
For digital data, the question that then arises is to what extent these impairments
limit the data rate that can be achieved. The maximum rate at which data can be
transmitted over a given communication path, or channel, under given conditions, is
referred to as the channel capacity.

There are four concepts here that we are trying to relate to one another.

e Data rate: The rate, in bits per second (bps), at which data can be com-
municated
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¢ Bandwidth: The bandwidth of the transmitted signal as constrained by the
transmitter and the nature of the transmission medium, expressed in cycles per
second, or Hertz

¢ Noise: The average level of noise over the communications path

e Error rate: The rate at which errors occur, where an error is the reception of a
1 when a 0 was transmitted or the reception of a 0 when a 1 was transmitted

The problem we are addressing is this: Communications facilities are
expensive and, in general, the greater the bandwidth of a facility, the greater the
cost. Furthermore, all transmission channels of any practical interest are of
limited bandwidth. The limitations arise from the physical properties of the
transmission medium or from deliberate limitations at the transmitter on the
bandwidth to prevent interference from other sources. Accordingly, we would
like to make as efficient use as possible of a given bandwidth. For digital data,
this means that we would like to get as high a data rate as possible at a particu-
lar limit of error rate for a given bandwidth. The main constraint on achieving
this efficiency is noise.

Nyquist Bandwidth

To begin, let us consider the case of a channel that is noise free. In this environ-
ment, the limitation on data rate is simply the bandwidth of the signal. A formu-
lation of this limitation, due to Nyquist, states that if the rate of signal
transmission is 2B, then a signal with frequencies no greater than B is sufficient
to carry the signal rate. The converse is also true: Given a bandwidth of B, the
highest signal rate that can be carried is 2B. This limitation is due to the effect of
intersymbol interference, such as is produced by delay distortion. The result is
useful in the development of digital-to-analog encoding schemes and is, in
essence, based on the same derivation as that of the sampling theorem, described
in Appendix F.

Note that in the preceding paragraph, we referred to signal rate. If the signals
to be transmitted are binary (two voltage levels), then the data rate that can be sup-
ported by B Hz is 2B bps. However, as we shall see in Chapter 5, signals with more
than two levels can be used; that is, each signal element can represent more than one
bit. For example, if four possible voltage levels are used as signals, then each signal
element can represent two bits. With multilevel signaling, the Nyquist formulation
becomes

C =2Blog,M

where M is the number of discrete signal or voltage levels.

So, for a given bandwidth, the data rate can be increased by increasing the
number of different signal elements. However, this places an increased burden
on the receiver: Instead of distinguishing one of two possible signal elements
during each signal time, it must distinguish one of M possible signal elements.
Noise and other impairments on the transmission line will limit the practical
value of M.
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EXAMPLE 3.3 Consider a voice channel being used, via modem, to transmit
digital data. Assume a bandwidth of 3100 Hz. Then the Nyquist capacity, C, of the
channel is 2B = 6200 bps. For M = 8, a value used with some modems, C
becomes 18,600 bps for a bandwidth of 3100 Hz.

Shannon Capacity Formula

Nyquist’s formula indicates that, all other things being equal, doubling the band-
width doubles the data rate. Now consider the relationship among data rate, noise,
and error rate. The presence of noise can corrupt one or more bits. If the data rate is
increased, then the bits become “shorter” so that more bits are affected by a given
pattern of noise.

Figure 3.16 illustrates this relationship. If the data rate is increased, then more
bits will occur during the interval of a noise spike, and hence more errors will occur.

All of these concepts can be tied together neatly in a formula developed by the
mathematician Claude Shannon. As we have just illustrated, the higher the data rate,
the more damage that unwanted noise can do. For a given level of noise, we would
expect that a greater signal strength would improve the ability to receive data cor-
rectly in the presence of noise. The key parameter involved in this reasoning is the
signal-to-noise ratio (SNR, or S/N),'° which is the ratio of the power in a signal to the
power contained in the noise that is present at a particular point in the transmission.
Typically, this ratio is measured at a receiver, because it is at this point that an attempt
is made to process the signal and recover the data. For convenience, this ratio is often
reported in decibels:

signal power
SNRgg = 10logyg———————
noise power

This expresses the amount, in decibels, that the intended signal exceeds the noise
level. A high SNR will mean a high-quality signal and a low number of required
intermediate repeaters.

The signal-to-noise ratio is important in the transmission of digital data
because it sets the upper bound on the achievable data rate. Shannon’s result is that
the maximum channel capacity, in bits per second, obeys the equation

C = Blog,(1 + SNR) (3.1

where C is the capacity of the channel in bits per second and B is the bandwidth of
the channel in Hertz. The Shannon formula represents the theoretical maximum
that can be achieved. In practice, however, only much lower rates are achieved. One
reason for this is that the formula assumes white noise (thermal noise). Impulse
noise is not accounted for, nor are attenuation distortion or delay distortion. Even in

19Some of the literature uses SNR; others use S/N. Also, in some cases the dimensionless quantity is
referred to as SNR or S/N and the quantity in decibels is referred to as SNRy;, or (S/N)gp. Others use just
SNR or S/N to mean the dB quantity. This text uses SNR and SNR .
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an ideal white noise environment, present technology still cannot achieve Shannon
capacity due to encoding issues, such as coding length and complexity.

The capacity indicated in the preceding equation is referred to as the error-free
capacity. Shannon proved that if the actual information rate on a channel is less than
the error-free capacity, then it is theoretically possible to use a suitable signal code to
achieve error-free transmission through the channel. Shannon’s theorem unfortu-
nately does not suggest a means for finding such codes, but it does provide a yardstick
by which the performance of practical communication schemes may be measured.

Several other observations concerning the preceding equation may be instructive.
For a given level of noise, it would appear that the data rate could be increased by
increasing either signal strength or bandwidth. However, as the signal strength increases,
so do the effects of nonlinearities in the system, leading to an increase in intermodula-
tion noise. Note also that, because noise is assumed to be white, the wider the band-
width, the more noise is admitted to the system. Thus, as B increases, SNR decreases.

EXAMPLE 3.4 Let us consider an example that relates the Nyquist and Shan-
non formulations. Suppose that the spectrum of a channel is between 3 MHz and
4 MHz and SNR 45 = 24 dB. Then

B = 4MHz — 3MHz = 1 MHz
SNRdB =24dB = 10 loglo(SNR)
SNR = 251

Using Shannon’s formula,
C = 10° X log,(1 + 251) ~ 10° X 8 = 8 Mbps

This is a theoretical limit and, as we have said, is unlikely to be reached. But
assume we can achieve the limit. Based on Nyquist’s formula, how many signal-
ing levels are required? We have

C =2Blog, M

8 X 10° = 2 X (10°) X log, M
4 = log, M

M =16

The Expression E,/N,

Finally, we mention a parameter related to SNR that is more convenient for determining
digital data rates and error rates and that is the standard quality measure for digital com-
munication system performance. The parameter is the ratio of signal energy per bit to
noise power density per Hertz, E,/N,. Consider a signal, digital or analog, that contains
binary digital data transmitted at a certain bit rate R. Recalling that 1 Watt = 1 J/s, the
energy per bit in a signal is given by E;, = ST),, where § is the signal power and 7}, is the
time required to send one bit. The data rate Ris just R = 1/T},. Thus
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By _S/IR_ S

Ny, N, kTR

or, in decibel notation,

E
(N”> = Sygw — 10log R — 10logk — 10log T
0/dB

= Sasw — 10log R + 228.6 dBW — 10log T

The ratio E,/N, is important because the bit error rate for digital data is a (decreas-
ing) function of this ratio. Given a value of E,/N, needed to achieve a desired error
rate, the parameters in the preceding formula may be selected. Note that as the bit
rate R increases, the transmitted signal power, relative to noise, must increase to
maintain the required E,/N.

Let us try to grasp this result intuitively by considering again Figure 3.16. The
signal here is digital, but the reasoning would be the same for an analog signal. In
several instances, the noise is sufficient to alter the value of a bit. If the data rate
were doubled, the bits would be more tightly packed together, and the same passage
of noise might destroy two bits. Thus, for constant signal to noise ratio, an increase in
data rate increases the error rate.

The advantage of E,/N, over SNR is that the latter quantity depends on the
bandwidth.

EXAMPLE 3.5 For binary phase-shift keying (defined in Chapter 5), E/N, =
8.4 dB is required for a bit error rate of 10~* (one bit error out of every 10,000). If
the effective noise temperature is 290°K (room temperature) and the data rate is
2400 bps, what received signal level is required?

We have

8.4 = S(dBW) — 10 log 2400 + 228.6 dBW — 10 log 290
= S(dBW) — (10)(3.38) + 228.6 — (10)(2.46)

S = —161.8dBW

We can relate E;/N, to SNR as follows. We have
E_ S
Ny NR

The parameter N, is the noise power density in Watts/Hertz. Hence, the noise in a

signal with bandwidth B is N = N,B. Substituting, we have
—=—— 2
N NR 32)

Another formulation of interest relates E,/N, to spectral efficiency. Shannon’s
result (Equation 3.1) can be rewritten as:
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S _gam g

N

Using Equation (3.2), and equating R with C, we have
E, B
— == -1
N, ¢! )

This is a useful formula that relates the achievable spectral efficiency C/B to E,/Nj.

EXAMPLE 3.6 Suppose we want to find the minimum E,/N, required to
achieve a spectral efficiency of 6 bps/Hz. Then

Ey/N, = (1/6)(2° — 1) = 10.5 = 10.21 dB.

3.5 RECOMMENDED READING AND WEB SITE

There are many books that cover the fundamentals of analog and digital transmission.
[COUCO1] is quite thorough. Other good reference works are [FREEOQS], which includes
some of the examples used in this chapter, and [HAYKO1].

COUCO1 Couch, L. Digital and Analog Communication Systems. Upper Saddle River, NJ:
Prentice Hall, 2001.

FREEO0S Freeman, R. Fundamentals of Telecommunications. New York: Wiley, 2005.
HAYKO1 Haykin, S. Communication Systems. New York: Wiley, 2001.

Recommended Web site:

* Fourier series synthesis: An excellent visualization tool for Fourier series

3.6 KEY TERMS, REVIEW QUESTIONS, AND PROBLEMS

Key Terms
absolute bandwidth attenuation distortion data
analog data audio dc component
analog signal bandwidth decibel (dB)
analog transmission center frequency delay distortion
aperiodic channel capacity digital data
attenuation crosstalk digital signal
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digital transmission intermodulation noise signaling
direct link loss simplex
effective bandwidth multipoint link sinusoid
frequency noise spectrum
frequency domain Nyquist bandwidth thermal noise
full duplex peak amplitude time domain
fundamental frequency period transmission
gain periodic signal unguided media
guided media point-to-point link video

half duplex phase wavelength
impulse noise signal wireless
interlacing signal-to-noise ratio (SNR)
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Review Questions

3.1. Differentiate between guided media and unguided media.

3.2. Differentiate between an analog and a digital electromagnetic signal.

3.3.  What are three important characteristics of a periodic signal?

3.4. How many radians are there in a complete circle of 360 degrees?

3.5. What is the relationship between the wavelength and frequency of a sine wave?

3.6. Define fundamental frequency.

3.7.  What is the relationship between a signal’s spectrum and its bandwidth?

3.8. What is attenuation?

3.9. Define channel capacity.

3.10. What key factors affect channel capacity?
Problems

3.1 a. For multipoint configuration, only one device at a time can transmit. Why?

b. There are two methods of enforcing the rule that only one device can transmit. In
the centralized method, one station is in control and can either transmit or allow a
specified other station to transmit. In the decentralized method, the stations
jointly cooperate in taking turns. What do you see as the advantages and disad-
vantages of the two methods?

3.2 Assignal has a fundamental frequency of 1000 Hz. What is its period?

3.3 Express the following in the simplest form you can:

a. sin(2wft — o) + sin(2wft + )

b. sin2wft + sin(2wft — )

3.4 Sound may be modeled as sinusoidal functions. Compare the relative frequency and
wavelength of musical notes. Use 330 m/s as the speed of sound and the following
frequencies for the musical scale.

Note C D E F G A B C
Frequency 264 297 330 352 396 440 495 528

3.5 If the solid curve in Figure 3.17 represents sin(27t), what does the dotted curve
represent? That is, the dotted curve can be written in the form A sin(2wft + ¢); what
are A, f, and ¢?

3.6 Decompose the signal (1 + 0.1 cos 5¢)cos 100z into a linear combination of sinu-

soidal functions, and find the amplitude, frequency, and phase of each component.
Hint: Use the identity for cos a cos b.
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3.7

3.9

3.14

3.15

3.16
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Figure 3.17 Figure for Problem 3.5

Find the period of the function f(¢) = (10 cos t)%

Consider two periodic functions f(¢) and f,(¢), with periods 77 and 75, respectively.

Is it always the case that the function f(¢) = f;(¢) + f»(¢) is periodic? If so, demon-

strate this fact. If not, under what conditions is f(¢) periodic?

Figure 3.4 shows the effect of eliminating higher-harmonic components of a square

wave and retaining only a few lower harmonic components. What would the signal

look like in the opposite case; that is, retaining all higher harmonics and eliminating a

few lower harmonics?

Figure 3.5b shows the frequency domain function for a single square pulse. The single

pulse could represent a digital 1 in a communication system. Note that an infinite

number of higher frequencies of decreasing magnitudes is needed to represent the
single pulse. What implication does that have for a real digital transmission system?

IRA is a 7-bit code that allows 128 characters to be defined. In the 1970s, many news-

papers received stories from the wire services in a 6-bit code called TTS. This code

carried upper- and lower case characters as well as many special characters and for-
matting commands. The typical TTS character set allowed over 100 characters to be
defined. How do you think this could be accomplished?

For a video signal, what increase in horizontal resolution is possible if a bandwidth of

5 MHz is used? What increase in vertical resolution is possible? Treat the two ques-

tions separately; that is, the increased bandwidth is to be used to increase either hori-

zontal or vertical resolution, but not both.

a. Suppose that a digitized TV picture is to be transmitted from a source that uses a
matrix of 480 X 500 picture elements (pixels), where each pixel can take on one
of 32 intensity values. Assume that 30 pictures are sent per second. (This digital
source is roughly equivalent to broadcast TV standards that have been adopted.)
Find the source rate R (bps).

b. Assume that the TV picture is to be transmitted over a channel with 4.5-MHz band-
width and a 35-dB signal-to-noise ratio. Find the capacity of the channel (bps).

c. Discuss how the parameters given in part (a) could be modified to allow transmis-
sion of color TV signals without increasing the required value for R.

Given an amplifier with an effective noise temperature of 10,000 K and a 10-MHz

bandwidth, what thermal noise level, in dBW, may we expect at its output?

What is the channel capacity for a teleprinter channel with a 300-Hz bandwidth and a

signal-to-noise ratio of 3 dB, where the noise is white thermal noise?

A digital signaling system is required to operate at 9600 bps.
a. If asignal element encodes a 4-bit word, what is the minimum required bandwidth

of the channel?
b. Repeat part (a) for the case of 8-bit words.
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What is the thermal noise level of a channel with a bandwidth of 10 kHz carrying 1000

watts of power operating at 50°C?

Given the narrow (usable) audio bandwidth of a telephone transmission facility, a

nominal SNR of 56dB (400,000), and a certain level of distortion,

a. What is the theoretical maximum channel capacity (kbps) of traditional telephone
lines?

b. What can we say about the actual maximum channel capacity?

Study the works of Shannon and Nyquist on channel capacity. Each places an upper limit

on the bit rate of a channel based on two different approaches. How are the two related?

Consider a channel with a 1-MHz capacity and an SNR of 63.

a. What is the upper limit to the data rate that the channel can carry?

b. The result of part (a) is the upper limit. However, as a practical matter, better
error performance will be achieved at a lower data rate. Assume we choose a data
rate of 2/3 the maximum theoretical limit. How many signal levels are needed to
achieve this data rate?

Given the narrow (usable) audio bandwidth of a telephone transmission facility, a

nominal SNR 4z of 56dB (400,000), and a distortion level of <0.2%,

a. What is the theoretical maximum channel capacity (kbps) of traditional telephone
lines?

b. What is the actual maximum channel capacity?

Given a channel with an intended capacity of 20 Mbps, the bandwidth of the channel

is 3 MHz. Assuming white thermal noise, what signal-to-noise ratio is required to

achieve this capacity?

The square wave of Figure 3.7c, with T = 1 ms, is passed through a lowpass filter that

passes frequencies up to 8 kHz with no attenuation.

a. Find the power in the output waveform.

b. Assuming that at the filter input there is a thermal noise voltage with
N, = 0.1 uWatt/Hz, find the output signal to noise ratio in dB.

If the received signal level for a particular digital system is —151 dBW and the

receiver system effective noise temperature is 1500 K, what is E,/N, for a link trans-

mitting 2400 bps?

Fill in the missing elements in the following table of approximate power ratios for

various dB levels.

Decibels 1 2 3 4 5 6 7 8 9 10
Losses 0.5 0.1
Gains 2 10

If an amplifier has a 30-dB voltage gain, what voltage ratio does the gain represent?
An amplifier has an output of 20 W. What is its output in dBW?

APPENDIX 3A DECIBELS AND SIGNAL STRENGTH

An important parameter in any transmission system is the signal strength. As a signal prop-
agates along a transmission medium, there will be a loss, or attenuation, of signal strength. To
compensate, amplifiers may be inserted at various points to impart a gain in signal strength.

It is customary to express gains, losses, and relative levels in decibels because

¢ Signal strength often falls off exponentially, so loss is easily expressed in terms of the

decibel, which is a logarithmic unit.

e The net gain or loss in a cascaded transmission path can be calculated with simple

addition and subtraction.
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Table 3.2 Decibel Values

Power Ratio dB Power Ratio dB
10! 10 107! -10
10? 20 1072 —-20
103 30 1073 -30
10* 40 1074 —40
10° 50 107 -50
10° 60 1076 —60

The decibel is a measure of the ratio between two signal levels. The decibel gain is given by

Poul

Ggg = 101 —

dB 0g10 P,
where

Ggp = gain, in decibels
P,, = input power level
P, = output power level

logyy = logarithm to the base 10

Table 3.2 shows the relationship between decibel values and powers of 10.

There is some inconsistency in the literature over the use of the terms gain and loss. If
the value of Ggg is positive, this represents an actual gain in power. For example, a gain of
3 dB means that the power has doubled. If the value of Gyp is negative, this represents an
actual loss in power. For example, a gain of —3 dB means that the power has halved, and this
is a loss of power. Normally, this is expressed by saying there is a loss of 3 dB. However, some
of the literature would say that this is a loss of —3 dB. It makes more sense to say that a
negative gain corresponds to a positive loss. Therefore, we define a decibel loss as

out

LdB = -10 loglo P

P,
= 10logyg—— 3.3)
in Pout

EXAMPLE 3.7 If a signal with a power level of 10 mW is inserted onto a trans-
mission line and the measured power some distance away is 5 mW, the loss can be
expressed as

Las = 101og(10/5) = 10(0.3) = 3 dB.

Note that the decibel is a measure of relative, not absolute, difference. A loss from 1000 mW
to 500 mW is also a loss of 3 dB.

The decibel is also used to measure the difference in voltage, taking into account that
power is proportional to the square of the voltage:

VZ

P
R
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where
P = power dissipated across resistance R
V' = voltage across resistance R
Thus
Pin Vlzn/ R in
Lgg = 101log = 10log — = 20 1log
P out out, Vout

EXAMPLE 3.8 Decibels are useful in determining the gain or loss over a series of
transmission elements. Consider a series in which the input is at a power level of
4 mW, the first element is a transmission line with a 12-dB loss (—12-dB gain), the
second element is an amplifier with a 35-dB gain, and the third element is a trans-
mission line with a 10-dB loss. The net gainis (=12 + 35 — 10) = 13 dB. To calcu-
late the output power P,

Ggg = 13 = 10 log( P, /4 mW)
Py = 4 X 10 mW = 79.8 mW

Decibel values refer to relative magnitudes or changes in magnitude, not to an absolute
level. It is convenient to be able to refer to an absolute level of power or voltage in decibels so
that gains and losses with reference to an initial signal level may be calculated easily. The dBW
(decibel-Watt) is used extensively in microwave applications. The value of 1 W is selected as
areference and defined to be 0 dBW. The absolute decibel level of power in dBW is defined as

Powery
1w

Powerggw = 10 log

EXAMPLE 3.9 A power of 1000 W is 30 dBW, and a power of 1 mW is
—30 dBW.

Another common unit is the dBm (decibel-milliWatt), which uses 1 mW as the
reference. Thus 0 dBm = 1 mW. The formula is

Power
Powergg, = 10 logT\;\N

Note the following relationships:

+30dBm = 0 dBW
0dBm = —30dBW

A unit in common use in cable television and broadband LAN applications is the
dBmYV (decibel-millivolt). This is an absolute unit with 0 dBmV equivalent to 1 mV. Thus

Voltage,v
1 mV

In this case, the voltage levels are assumed to be across a 75-ohm resistance.

Voltagesgmy = 20 log
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Communication channels in the animal world include touch, sound, sight, and scent.
Electric eels even use electric pulses. Ravens also are very expressive. By a combina-
tion voice, patterns of feather erection and body posture ravens communicate so
clearly that an experienced observer can identify anger, affection, hunger, curiosity,
playfulness, fright, boldness, and depression.

—Mind of the Raven, Bernd Heinrich

KEY POINTS

e The transmission media that are used to convey information can be
classified as guided or unguided. Guided media provide a physical
path along which the signals are propagated; these include twisted
pair, coaxial cable, and optical fiber. Unguided media employ an
antenna for transmitting through air, vacuum, or water.

e Traditionally, twisted pair has been the workhorse for communications
of all sorts. Higher data rates over longer distances can be achieved
with coaxial cable, and so coaxial cable has often been used for high-
speed local area network and for high-capacity long-distance trunk
applications. However, the tremendous capacity of optical fiber has
made that medium more attractive than coaxial cable, and thus optical
fiber has taken over much of the market for high-speed LANs and for
long-distance applications.

e Unguided transmission techniques commonly used for information

communications include broadcast radio, terrestrial microwave, and
satellite. Infrared transmission is used in some LAN applications.

In a data transmission system, the transmission medium is the physical path
between transmitter and receiver. Recall from Chapter 3 that for guided media,
electromagnetic waves are guided along a solid medium, such as copper twisted
pair, copper coaxial cable, and optical fiber. For unguided media, wireless trans-
mission occurs through the atmosphere, outer space, or water.

The characteristics and quality of a data transmission are determined both
by the characteristics of the medium and the characteristics of the signal. In the
case of guided media, the medium itself is more important in determining the
limitations of transmission.

For unguided media, the bandwidth of the signal produced by the transmit-
ting antenna is more important than the medium in determining transmission
characteristics. One key property of signals transmitted by antenna is directional-
ity. In general, signals at lower frequencies are omnidirectional; that is, the signal
propagates in all directions from the antenna. At higher frequencies, it is possible
to focus the signal into a directional beam.

103
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In considering the design of data transmission systems, key concerns are
data rate and distance: the greater the data rate and distance the better. A
number of design factors relating to the transmission medium and the signal
determine the data rate and distance:

* Bandwidth: All other factors remaining constant, the greater the band-
width of a signal, the higher the data rate that can be achieved.

¢ Transmission impairments: Impairments, such as attenuation, limit the dis-
tance. For guided media, twisted pair generally suffers more impairment
than coaxial cable, which in turn suffers more than optical fiber.

¢ Interference: Interference from competing signals in overlapping fre-
quency bands can distort or wipe out a signal. Interference is of particular
concern for unguided media, but is also a problem with guided media. For
guided media, interference can be caused by emanations from nearby
cables. For example, twisted pairs are often bundled together and conduits
often carry multiple cables. Interference can also be experienced from
unguided transmissions. Proper shielding of a guided medium can mini-
mize this problem.

* Number of receivers: A guided medium can be used to construct a point-
to-point link or a shared link with multiple attachments. In the latter case,
each attachment introduces some attenuation and distortion on the line,
limiting distance and/or data rate.

Figure 4.1 depicts the electromagnetic spectrum and indicates the fre-
quencies at which various guided media and unguided transmission tech-
niques operate. In this chapter we examine these guided and unguided
alternatives. In all cases, we describe the systems physically, briefly discuss
applications, and summarize key transmission characteristics.

4.1 GUIDED TRANSMISSION MEDIA

For guided transmission media, the transmission capacity, in terms of either data
rate or bandwidth, depends critically on the distance and on whether the medium is
point-to-point or multipoint. Table 4.1 indicates the characteristics typical for the
common guided media for long-distance point-to-point applications; we defer a
discussion of the use of these media for LANs to Part Four.

The three guided media commonly used for data transmission are twisted pair,
coaxial cable, and optical fiber (Figure 4.2). We examine each of these in turn.

Twisted Pair

The least expensive and most widely used guided transmission medium is twisted
pair.

Physical Description A twisted pair consists of two insulated copper wires
arranged in a regular spiral pattern. A wire pair acts as a single communication link.
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Table 4.1 Point-to-Point Transmission Characteristics of Guided Media [GLOV9S]
Frequency Range | Typical Attenuation | Typical Delay | Repeater Spacing

Twisted pair (with 0to 3.5 kHz 0.2 dB/km @ 1 kHz 50 ws/km 2 km
loading)
Twisted pairs 0to1MHz 0.7 dB/km @ 1 kHz 5 pus/km 2 km
(multipair cables)
Coaxial cable 0 to 500 MHz 7 dB/km @ 10 MHz 4 us/km 1to 9 km
Optical fiber 186 to 370 THz 0.2 to 0.5 dB/km S ps/km 40 km

THz = TeraHertz = 10'> Hz

Twist

length
—Separately insulated

—Twisted together

—Often "bundled" into cables

—Usually installed in building
during construction

e e

(a) Twisted pair

Outer Outer sheath

conductor \
Insulation

Inner
conductor

—Outer conductor is braided shield
—Inner conductor is solid metal
—Separated by insulating material
—Covered by padding

(b) Coaxial cable

Jacket

Core Cladding

NN

—Glass or plastic core
—Laser or light emitting diode
—Specially designed jacket
—Small size and weight

Light at less than
critical angle is
absorbed in jacket

(c) Optical fiber

Figure 4.2 Guided Transmission Media
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Typically, a number of these pairs are bundled together into a cable by wrapping
them in a tough protective sheath. Over longer distances, cables may contain
hundreds of pairs. The twisting tends to decrease the crosstalk interference between
adjacent pairs in a cable. Neighboring pairs in a bundle typically have somewhat dif-
ferent twist lengths to reduce the crosstalk interference. On long-distance links, the
twist length typically varies from 5 to 15 cm. The wires in a pair have thicknesses of
from 0.4 to 0.9 mm.

Applications By far the most common guided transmission medium for both ana-
log and digital signals is twisted pair. It is the most commonly used medium in the
telephone network and is the workhorse for communications within buildings.

In the telephone system, individual residential telephone sets are connected to
the local telephone exchange, or “end office,” by twisted-pair wire. These are
referred to as subscriber loops. Within an office building, each telephone is also con-
nected to a twisted pair, which goes to the in-house private branch exchange (PBX)
system or to a Centrex facility at the end office. These twisted-pair installations were
designed to support voice traffic using analog signaling. However, by means of a
modem, these facilities can handle digital data traffic at modest data rates.

Twisted pair is also the most common medium used for digital signaling. For
connections to a digital data switch or digital PBX within a building, a data rate of
64 kbps is common. Twisted pair is also commonly used within a building for local
area networks supporting personal computers. Data rates for such products are typ-
ically in the neighborhood of 100 Mbps. However, twisted-pair networks with data
rates of to 10 Gbps have been developed, although these are quite limited in terms
of the number of devices and geographic scope of the network. For long-distance
applications, twisted pair can be used at data rates of 4 Mbps or more.

Twisted pair is much less expensive than the other commonly used guided
transmission media (coaxial cable, optical fiber) and is easier to work with.

Transmission Characteristics Twisted pair may be used to transmit both ana-
log and digital transmission. For analog signals, amplifiers are required about every
5 to 6 km. For digital transmission (using either analog or digital signals), repeaters
are required every 2 or 3 km.

Compared to other commonly used guided transmission media (coaxial
cable, optical fiber), twisted pair is limited in distance, bandwidth, and data rate. As
Figure 4.3a shows, the attenuation for twisted pair is a very strong function of fre-
quency. Other impairments are also severe for twisted pair. The medium is quite
susceptible to interference and noise because of its easy coupling with electromag-
netic fields. For example, a wire run parallel to an ac power line will pick up 60-Hz
energy. Impulse noise also easily intrudes into twisted pair. Several measures are
taken to reduce impairments. Shielding the wire with metallic braid or sheathing
reduces interference. The twisting of the wire reduces low-frequency interference,
and the use of different twist lengths in adjacent pairs reduces crosstalk.

For point-to-point analog signaling, a bandwidth of up to about 1 MHz is pos-
sible. This accommodates a number of voice channels. For long-distance digital
point-to-point signaling, data rates of up to a few Mbps are possible; for very short
distances, data rates of up to 10 Gbps have been achieved in commercially available
products.
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Unshielded and Shielded Twisted Pair Twisted pair comes in two varieties:
unshielded and shielded. Unshielded twisted pair (UTP) is ordinary telephone wire.
Office buildings, by universal practice, are prewired with excess unshielded twisted
pair, more than is needed for simple telephone support. This is the least expensive of
all the transmission media commonly used for local area networks and is easy to
work with and easy to install.

Unshielded twisted pair is subject to external electromagnetic interference,
including interference from nearby twisted pair and from noise generated in the envi-
ronment. A way to improve the characteristics of this medium is to shield the twisted
pair with a metallic braid or sheathing that reduces interference. This shielded twisted
pair (STP) provides better performance at higher data rates. However, it is more
expensive and more difficult to work with than unshielded twisted pair.

Category 3 and Category 5 UTP Most office buildings are prewired with a
type of 100-ohm twisted pair cable commonly referred to as voice grade. Because
voice-grade twisted pair is already installed, it is an attractive alternative for use as a
LAN medium. Unfortunately, the data rates and distances achievable with voice-
grade twisted pair are limited.

In 1991, the Electronic Industries Association published standard EIA-568,
Commercial Building Telecommunications Cabling Standard, which specifies the use
of voice-grade unshielded twisted pair as well as shielded twisted pair for in-building
data applications. At that time, the specification was felt to be adequate for the range
of frequencies and data rates found in office environments. Up to that time, the prin-
cipal interest for LAN designs was in the range of data rates from 1 Mbps to 16 Mbps.
Subsequently, as users migrated to higher-performance workstations and applica-
tions, there was increasing interest in providing LANs that could operate up to
100 Mbps over inexpensive cable. In response to this need, EIA-568-A was issued in
1995.The new standard reflects advances in cable and connector design and test meth-
ods. It covers 150-ohm shielded twisted pair and 100-ohm unshielded twisted pair.

EIA-568-A recognizes three categories of UTP cabling:

e Category 3: UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 16 MHz

e Category 4: UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 20 MHz

e Category 5: UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 100 MHz

Of these, it is Category 3 and Category 5 cable that have received the most
attention for LAN applications. Category 3 corresponds to the voice-grade cable
found in abundance in most office buildings. Over limited distances, and with proper
design, data rates of up to 16 Mbps should be achievable with Category 3. Category
5 is a data-grade cable that is becoming standard for preinstallation in new office
buildings. Over limited distances, and with proper design, data rates of up to
100 Mbps are achievable with Category 5.

A key difference between Category 3 and Category 5 cable is the number of
twists in the cable per unit distance. Category 5 is much more tightly twisted, with a
typical twist length of 0.6 to 0.85 cm, compared to 7.5 to 10 cm for Category 3. The
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Table 4.2 Comparison of Shielded and Unshielded Twisted Pair

Attenuation (dB per 100 m) Near-End Crosstalk (dB)
Frequency | Category3 | CategoryS | 150-ohm | Category3 | Category S
(MHz) uTP UTP STP uTP uTP 150-ohm STP
2.6 2.0 1.1 41 62 58
4 5.6 4.1 22 32 53 58
16 13.1 8.2 44 23 44 50.4
25 — 10.4 6.2 — 41 47.5
100 — 22.0 12.3 — 32 38.5
300 — — 21.4 — — 31.3

tighter twisting of Category 5 is more expensive but provides much better perform-
ance than Category 3.

Table 4.2 summarizes the performance of Category 3 and 5 UTP, as well as the
STP specified in EIA-568-A. The first parameter used for comparison, attenuation,
is fairly straightforward. The strength of a signal falls off with distance over any
transmission medium. For guided media attenuation is generally exponential and
therefore is typically expressed as a constant number of decibels per unit distance.

Near-end crosstalk as it applies to twisted pair wiring systems is the coupling
of the signal from one pair of conductors to another pair. These conductors may be
the metal pins in a connector or wire pairs in a cable. The near end refers to coupling
that takes place when the transmit signal entering the link couples back to the
receive conductor pair at that same end of the link (i.e., the near transmitted signal
is picked up by the near receive pair).

Since the publication of EIA-568-A, there has been ongoing work on the
development of standards for premises cabling, driven by two issues. First, the
Gigabit Ethernet specification requires the definition of parameters that are not
specified completely in any published cabling standard. Second, there is a desire
to specify cabling performance to higher levels, namely Enhanced Category 5
(Cat 5E), Category 6, and Category 7. Tables 4.3 and 4.4 summarize these new
cabling schemes and compare them to the existing standards.

Table 4.3 Twisted Pair Categories and Classes

Category 3 Category 5 Category SE Category 6 Category 7
Class C Class D Class E Class F
Bandwidth 16 MHz 100 MHz 100 MHz 200 MHz 600 MHz
Cable Type UTP UTP/FTP UTP/FTP UTP/FTP SSTP
Link Cost 0.7 1 1.2 1.5 22
(Cat5 =1)

UTP = Unshielded twisted pair
FTP = Foil twisted pair
SSTP = Shielded screen twisted pair
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Table 4.4 High-Performance LAN Copper Cabling Alternatives [JOHN98]

Name Construction Expected Performance Cost
Cable consists of 4 pairs of 24 AWG Mixed and matched cables and
(0.50 mm) copper with thermoplastic connecting hardware from various
Category 5 polyolefin or fluorinated ethylene manufacturers that have a reasonable 1
UTP propylene (FEP) jacket. Outside sheath chance of meeting TIA Cat 5 Channel
consists of polyvinylchlorides (PVC), a and ISO Class D requirements. No
fire retardant polyolefin or fluoropolymers. manufacturer’s warranty is involved.
Cable consists of 4 pairs of 24 AWG Category 5 components from one
(0.50 mm) copper with thermoplastic supplier or from multiple suppliers
polyolefin or fluorinated ethylene where components have been
Enhanced Cat 5 | propylene (FEP) jacket. Outside sheath deliberately matched for improved 1.2
UTP (Cat SE) consists of polyvinylchlorides (PVC), a fire impedance and balance. Offers ACR
retardant polyolefin or fluoropolymers. performance in excess of Cat 5
Higher care taken in design and Channel and Class D as well as a
manufacturing. 10-year or greater warranty.
Cable consists of 4 pairs of 0.50 to 0.53 mm Category 6 components from one
copper with thermoplastic polyolefin or supplier that are extremely well
fluorinated ethylene propylene (FEP) jacket. | matched. Channel zero ACR point
Category 6 Outside sheath consists of polyvinylchlorides (effective bandwidth) is guaranteed
UTP (PVCQ), a fire retardant polyolefin or to 200 MHz or beyond. Best available 1.5
fluoropolymers. Extremely high care taken UTP. Performance specifications
in design and manufacturing. Advanced for Category 6 UTP to 250 MHz
connector designs. are under development.
Cable consists of 4 pairs of 24 AWG Category 5 components from one
(0.50 mm) copper with thermoplastic supplier or from multiple suppliers
polyolefin or fluorinated ethylene propylene | where components have been
Foil Twisted (FEP) jacket. Pairs are surrounded by a deliberately designed to minimize 1.3
Pair common metallic foil shield. Outside sheath | EMI susceptibility and maximize
consists of polyvinylchlorides (PVC), a fire- | EMI immunity. Various grades may
retardant polyolefin or fluoropolymers. offer increased ACR performance.
Cable consists of 4 pairs of 24 AWG Category 5 components from one
(0.50 mm) copper with thermoplastic supplier or from multiple suppliers
polyolefin or fluorinated ethylene where components have been
propylene (FEP) jacket. Pairs are deliberately designed to minimize
Shielded Foil surrounded by a common metallic foil EMI susceptibility and maximize EMI | 1.4
Twisted Pair shield, followed by a braided metallic immunity. Offers superior EMI
shield. Outside sheath consists of protection to FTP.
polyvinylchlorides (PVC), a fire retardant
polyolefin, or fluoropolymers
Also called PiMF (for Pairs in Metal Foil), Category 7 cabling provides positive
SSTP of 4 pairs of 22-23AWG copper witha | ACR to 600 to 1200 MHz. Shielding
thermoplastic polyolefin or fluorinated on the individual pairs gives it
Category 7 ethylenepropylene (FEP) jacket. Pairs are phenomenal ACR.
Shielded-Screen | individually surrounded by a helical or 22
Twisted Pair longitudinal metallic foil shield, followed by
a braided metallic shield. Outside sheath of
polyvinylchlorides (PVC), a fire-retardant
polyolefin, or fluoropolymers.

ACR = Attenuation to crosstalk ratio
EMI = Electromagnetic interference
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Coaxial Cable

Physical Description Coaxial cable, like twisted pair, consists of two conduc-
tors, but is constructed differently to permit it to operate over a wider range of fre-
quencies. It consists of a hollow outer cylindrical conductor that surrounds a single
inner wire conductor (Figure 4.2b). The inner conductor is held in place by either
regularly spaced insulating rings or a solid dielectric material. The outer conductor
is covered with a jacket or shield. A single coaxial cable has a diameter of from 1 to
2.5 cm. Coaxial cable can be used over longer distances and support more stations
on a shared line than twisted pair.

Applications Coaxial cable is a versatile transmission medium, used in a wide
variety of applications. The most important of these are

¢ Television distribution

¢ Long-distance telephone transmission
e Short-run computer system links

e Local area networks

Coaxial cable is widely used as a means of distributing TV signals to individual
homes—cable TV. From its modest beginnings as Community Antenna Television
(CATYV), designed to provide service to remote areas, cable TV reaches almost as
many homes and offices as the telephone. A cable TV system can carry dozens or
even hundreds of TV channels at ranges up to a few tens of kilometers.

Coaxial cable has traditionally been an important part of the long-distance
telephone network. Today, it faces increasing competition from optical fiber, terres-
trial microwave, and satellite. Using frequency division multiplexing (FDM, see
Chapter 8), a coaxial cable can carry over 10,000 voice channels simultaneously.

Coaxial cable is also commonly used for short-range connections between
devices. Using digital signaling, coaxial cable can be used to provide high-speed I/O
channels on computer systems.

Transmission Characteristics Coaxial cable is used to transmit both analog
and digital signals. As can be seen from Figure 4.3b, coaxial cable has frequency
characteristics that are superior to those of twisted pair and can hence be used effec-
tively at higher frequencies and data rates. Because of its shielded, concentric con-
struction, coaxial cable is much less susceptible to interference and crosstalk than
twisted pair. The principal constraints on performance are attenuation, thermal
noise, and intermodulation noise. The latter is present only when several channels
(FDM) or frequency bands are in use on the cable.

For long-distance transmission of analog signals, amplifiers are needed every few
kilometers, with closer spacing required if higher frequencies are used. The usable spec-
trum for analog signaling extends to about 500 MHz. For digital signaling, repeaters are
needed every kilometer or so, with closer spacing needed for higher data rates.

Optical Fiber

Physical Description An optical fiber is a thin (2 to 125 um), flexible medium
capable of guiding an optical ray. Various glasses and plastics can be used to make
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optical fibers. The lowest losses have been obtained using fibers of ultrapure fused
silica. Ultrapure fiber is difficult to manufacture; higher-loss multicomponent glass
fibers are more economical and still provide good performance. Plastic fiber is even
less costly and can be used for short-haul links, for which moderately high losses are
acceptable.

An optical fiber cable has a cylindrical shape and consists of three concentric
sections: the core, the cladding, and the jacket (Figure 4.2c). The core is the inner-
most section and consists of one or more very thin strands, or fibers, made of glass or
plastic; the core has a diameter in the range of 8 to 50 um. Each fiber is surrounded
by its own cladding, a glass or plastic coating that has optical properties different
from those of the core and a diameter of 125 um. The interface between the core
and cladding acts as a reflector to confine light that would otherwise escape the
core. The outermost layer, surrounding one or a bundle of cladded fibers, is the
jacket. The jacket is composed of plastic and other material layered to protect
against moisture, abrasion, crushing, and other environmental dangers.

Applications Optical fiber already enjoys considerable use in long-distance
telecommunications, and its use in military applications is growing. The continuing
improvements in performance and decline in prices, together with the inherent
advantages of optical fiber, have made it increasingly attractive for local area net-
working. The following characteristics distinguish optical fiber from twisted pair or
coaxial cable:

e Greater capacity: The potential bandwidth, and hence data rate, of optical
fiber is immense; data rates of hundreds of Gbps over tens of kilometers have
been demonstrated. Compare this to the practical maximum of hundreds of
Mbps over about 1 km for coaxial cable and just a few Mbps over 1 km or up
to 100 Mbps to 10 Gbps over a few tens of meters for twisted pair.

* Smaller size and lighter weight: Optical fibers are considerably thinner than
coaxial cable or bundled twisted-pair cable—at least an order of magnitude
thinner for comparable information transmission capacity. For cramped con-
duits in buildings and underground along public rights-of-way, the advantage
of small size is considerable. The corresponding reduction in weight reduces
structural support requirements.

¢ Lower attenuation: Attenuation is significantly lower for optical fiber than for
coaxial cable or twisted pair (Figure 4.3c) and is constant over a wide range.

¢ Electromagnetic isolation: Optical fiber systems are not affected by external
electromagnetic fields. Thus the system is not vulnerable to interference,
impulse noise, or crosstalk. By the same token, fibers do not radiate energy, so
there is little interference with other equipment and there is a high degree of
security from eavesdropping. In addition, fiber is inherently difficult to tap.

¢ Greater repeater spacing: Fewer repeaters mean lower cost and fewer sources
of error. The performance of optical fiber systems from this point of view has
been steadily improving. Repeater spacing in the tens of kilometers for optical
fiber is common, and repeater spacings of hundreds of kilometers have been
demonstrated. Coaxial and twisted-pair systems generally have repeaters
every few kilometers.
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Five basic categories of application have become important for optical fiber:

¢ Long-haul trunks

e Metropolitan trunks

e Rural exchange trunks
e Subscriber loops

¢ Local area networks

Long-haul fiber transmission is becoming increasingly common in the tele-
phone network. Long-haul routes average about 1500 km in length and offer high
capacity (typically 20,000 to 60,000 voice channels). These systems compete econom-
ically with microwave and have so underpriced coaxial cable in many developed
countries that coaxial cable is rapidly being phased out of the telephone network in
such countries. Undersea optical fiber cables have also enjoyed increasing use.

Metropolitan trunking circuits have an average length of 12 km and may have as
many as 100,000 voice channels in a trunk group. Most facilities are installed in under-
ground conduits and are repeaterless, joining telephone exchanges in a metropolitan or
city area. Included in this category are routes that link long-haul microwave facilities
that terminate at a city perimeter to the main telephone exchange building downtown.

Rural exchange trunks have circuit lengths ranging from 40 to 160 km and link
towns and villages. In the United States, they often connect the exchanges of differ-
ent telephone companies. Most of these systems have fewer than 5000 voice chan-
nels. The technology used in these applications competes with microwave facilities.

Subscriber loop circuits are fibers that run directly from the central exchange
to a subscriber. These facilities are beginning to displace twisted pair and coaxial
cable links as the telephone networks evolve into full-service networks capable of
handling not only voice and data, but also image and video. The initial penetration
of optical fiber in this application is for the business subscriber, but fiber transmis-
sion into the home will soon begin to appear.

A final important application of optical fiber is for local area networks. Stan-
dards have been developed and products introduced for optical fiber networks that
have a total capacity of 100 Mbps to 10 Gbps and can support hundreds or even
thousands of stations in a large office building or a complex of buildings.

The advantages of optical fiber over twisted pair and coaxial cable become
more compelling as the demand for all types of information (voice, data, image,
video) increases.

Transmission Characteristics Optical fiber transmits a signal-encoded beam
of light by means of total internal reflection. Total internal reflection can occur in
any transparent medium that has a higher index of refraction than the surrounding
medium. In effect, the optical fiber acts as a waveguide for frequencies in the range
of about 10" to 10'° Hertz; this covers portions of the infrared and visible spectra.

Figure 4.4 shows the principle of optical fiber transmission. Light from a source
enters the cylindrical glass or plastic core. Rays at shallow angles are reflected and
propagated along the fiber; other rays are absorbed by the surrounding material. This
form of propagation is called step-index multimode, referring to the variety of angles
that will reflect. With multimode transmission, multiple propagation paths exist, each
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with a different path length and hence time to traverse the fiber. This causes signal ele-
ments (light pulses) to spread out in time, which limits the rate at which data can be
accurately received. Put another way, the need to leave spacing between the pulses lim-
its data rate. This type of fiber is best suited for transmission over very short distances.
When the fiber core radius is reduced, fewer angles will reflect. By reducing the radius
of the core to the order of a wavelength, only a single angle or mode can pass: the axial
ray. This single-mode propagation provides superior performance for the following
reason. Because there is a single transmission path with single-mode transmission, the
distortion found in multimode cannot occur. Single-mode is typically used for long-
distance applications, including telephone and cable television. Finally, by varying the
index of refraction of the core, a third type of transmission, known as graded-index
multimode, is possible. This type is intermediate between the other two in characteris-
tics. The higher refractive index (discussed subsequently) at the center makes the light
rays moving down the axis advance more slowly than those near the cladding. Rather
than zig-zagging off the cladding, light in the core curves helically because of the
graded index, reducing its travel distance. The shortened path and higher speed allows
light at the periphery to arrive at a receiver at about the same time as the straight rays
in the core axis. Graded-index fibers are often used in local area networks.

Two different types of light source are used in fiber optic systems: the light-
emitting diode (LED) and the injection laser diode (ILD). Both are semiconductor
devices that emit a beam of light when a voltage is applied. The LED is less costly, oper-
ates over a greater temperature range, and has a longer operational life. The ILD, which
operates on the laser principle, is more efficient and can sustain greater data rates.

There is a relationship among the wavelength employed, the type of transmission,
and the achievable data rate. Both single mode and multimode can support several dif-
ferent wavelengths of light and can employ laser or LED light sources. In optical fiber,
based on the attenuation characteristics of the medium and on properties of light
sources and receivers, four transmission windows are appropriate, shown in Table 4.5.
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Table 4.5 Frequency Utilization for Fiber Applications

Wavelength Frequency Range Band Label Fiber Type Application
(in vacuum) Range (nm) (THz)

820 to 900 366 to 333 Multimode LAN
1280 to 1350 234 to 222 S Single mode Various
1528 to 1561 196 to 192 © Single mode WDM
1561 to 1620 192 to 185 IL Single mode WDM

WDM = wavelength division multiplexing (see Chapter 8)

Note the tremendous bandwidths available. For the four windows, the respec-
tive bandwidths are 33 THz, 12 THz, 4 THz, and 7 THz.! This is several orders of
magnitude greater than the bandwidth available in the radio-frequency spectrum.

One confusing aspect of reported attenuation figures for fiber optic transmis-
sion is that, invariably, fiber optic performance is specified in terms of wavelength
rather than frequency. The wavelengths that appear in graphs and tables are the
wavelengths corresponding to transmission in a vacuum. However, on the fiber, the
velocity of propagation is less than the speed of light in a vacuum (c); the result is
that although the frequency of the signal is unchanged, the wavelength is changed.

EXAMPLE 4.1 For a wavelength in vacuum of 1550 nm, the corresponding
frequency is f = c¢/A = (3 X 10%)/(1550 x 107%) = 193.4 X 10'> = 193.4 THz.
For a typical single mode fiber, the velocity of propagation is approximately
v = 2.04 X 10% In this case, a frequency of 193.4 THz corresponds to a wave-
length of A = v/f = (2.04 X 10%)/(193.4 X 10'?) = 1055 nm. Therefore, on this
fiber, when a wavelength of 1550 nm is cited, the actual wavelength on the fiber
is 1055 nm.

The four transmission windows are in the infrared portion of the frequency spec-
trum, below the visible-light portion, which is 400 to 700 nm. The loss is lower at higher
wavelengths, allowing greater data rates over longer distances. Many local applications
today use 850-nm LED light sources. Although this combination is relatively inexpen-
sive, it is generally limited to data rates under 100 Mbps and distances of a few kilome-
ters. To achieve higher data rates and longer distances, a 1300-nm LED or laser source
is needed. The highest data rates and longest distances require 1500-nm laser sources.

Figure 4.3c shows attenuation versus wavelength for a typical optical fiber. The
unusual shape of the curve is due to the combination of a variety of factors that con-
tribute to attenuation. The two most important of these are absorption and scatter-
ing. In this context, the term scattering refers to the change in direction of light rays
after they strike small particles or impurities in the medium.

1 THz = 10'2 Hz. For a definition of numerical prefixes in common use, see the supporting document at
WilliamStallings.com.



4.2 / WIRELESS TRANSMISSION 117

4.2 WIRELESS TRANSMISSION

Three general ranges of frequencies are of interest in our discussion of wireless trans-
mission. Frequencies in the range of about 1 GHz (gigahertz = 10° Hertz) to 40 GHz
are referred to as microwave frequencies. At these frequencies, highly directional beams
are possible, and microwave is quite suitable for point-to-point transmission. Microwave
is also used for satellite communications. Frequencies in the range of 30 MHz to 1 GHz
are suitable for omnidirectional applications. We refer to this range as the radio range.

Another important frequency range, for local applications, is the infrared por-
tion of the spectrum. This covers, roughly, from 3 X 10" to 2 X 10' Hz. Infrared is
useful to local point-to-point and multipoint applications within confined areas,
such as a single room.

For unguided media, transmission and reception are achieved by means of an
antenna. Before looking at specific categories of wireless transmission, we provide a
brief introduction to antennas.

Antennas

An antenna can be defined as an electrical conductor or system of conductors used
either for radiating electromagnetic energy or for collecting electromagnetic energy.
For transmission of a signal, radio-frequency electrical energy from the transmitter
is converted into electromagnetic energy by the antenna and radiated into the sur-
rounding environment (atmosphere, space, water). For reception of a signal, electro-
magnetic energy impinging on the antenna is converted into radio-frequency
electrical energy and fed into the receiver.

In two-way communication, the same antenna can be and often is used for
both transmission and reception. This is possible because any antenna transfers
energy from the surrounding environment to its input receiver terminals with the
same efficiency that it transfers energy from the output transmitter terminals into
the surrounding environment, assuming that the same frequency is used in both
directions. Put another way, antenna characteristics are essentially the same whether
an antenna is sending or receiving electromagnetic energy.

An antenna will radiate power in all directions but, typically, does not perform
equally well in all directions. A common way to characterize the performance of an
antenna is the radiation pattern, which is a graphical representation of the radiation
properties of an antenna as a function of space coordinates. The simplest pattern is
produced by an idealized antenna known as the isotropic antenna. An isotropic
antenna is a point in space that radiates power in all directions equally. The actual
radiation pattern for the isotropic antenna is a sphere with the antenna at the center.

Parabolic Reflective Antenna An important type of antenna is the parabolic
reflective antenna, which is used in terrestrial microwave and satellite applications.
A parabola is the locus of all points equidistant from a fixed line and a fixed point
not on the line. The fixed point is called the focus and the fixed line is called the
directrix (Figure 4.5a). If a parabola is revolved about its axis, the surface generated
is called a paraboloid. A cross section through the paraboloid parallel to its axis
forms a parabola and a cross section perpendicular to the axis forms a circle. Such
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Figure 4.5 Parabolic Reflective Antenna

surfaces are used in headlights, optical and radio telescopes, and microwave anten-
nas because of the following property: If a source of electromagnetic energy (or
sound) is placed at the focus of the paraboloid, and if the paraboloid is a reflecting
surface, then the wave will bounce back in lines parallel to the axis of the parabo-
loid; Figure 4.5b shows this effect in cross section. In theory, this effect creates a par-
allel beam without dispersion. In practice, there will be some dispersion, because the
source of energy must occupy more than one point. The larger the diameter of the
antenna, the more tightly directional is the beam. On reception, if incoming waves
are parallel to the axis of the reflecting paraboloid, the resulting signal will be con-
centrated at the focus.

Antenna Gain Antenna gain is a measure of the directionality of an antenna.
Antenna gain is defined as the power output, in a particular direction, compared to
that produced in any direction by a perfect omnidirectional antenna (isotropic
antenna). For example, if an antenna has a gain of 3 dB, that antenna improves upon
the isotropic antenna in that direction by 3 dB, or a factor of 2. The increased power
radiated in a given direction is at the expense of other directions. In effect, increased
power is radiated in one direction by reducing the power radiated in other
directions. It is important to note that antenna gain does not refer to obtaining more
output power than input power but rather to directionality.

A concept related to that of antenna gain is the effective area of an antenna.
The effective area of an antenna is related to the physical size of the antenna and to
its shape. The relationship between antenna gain and effective area is

dmA, Amf’A,

G= A2 c?

“.1)
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For example, the effective area of an ideal isotropic antenna is A%/44r, with a
power gain of 1; the effective area of a parabolic antenna with a face area of A is
0.56A, with a power gain of 7A/A%.

EXAMPLE 4.2 For a parabolic reflective antenna with a diameter of 2 m,
operating at 12 GHz, what is the effective area and the antenna gain? We have
anarea of A = 7rr> = 1 and an effective area of A, = 0.56a. The wavelength is
A =clf = (3 x10%)/(12 X 10°) = 0.025 m. Then
G = (TA)/IN* = (7 X 7)/(0.025)? = 35,186
GdB = 45.46 dB

Terrestrial Microwave

Physical Description The most common type of microwave antenna is the par-
abolic “dish.” A typical size is about 3 m in diameter. The antenna is fixed rigidly and
focuses a narrow beam to achieve line-of-sight transmission to the receiving
antenna. Microwave antennas are usually located at substantial heights above
ground level to extend the range between antennas and to be able to transmit over
intervening obstacles. To achieve long-distance transmission, a series of microwave
relay towers is used, and point-to-point microwave links are strung together over
the desired distance.

Applications The primary use for terrestrial microwave systems is in long-haul
telecommunications service, as an alternative to coaxial cable or optical fiber. The
microwave facility requires far fewer amplifiers or repeaters than coaxial cable over
the same distance but requires line-of-sight transmission. Microwave is commonly
used for both voice and television transmission.

Another increasingly common use of microwave is for short point-to-point
links between buildings. This can be used for closed-circuit TV or as a data link
between local area networks. Short-haul microwave can also be used for the so-
called bypass application. A business can establish a microwave link to a long-
distance telecommunications facility in the same city, bypassing the local telephone
company.

Another important use of microwave is in cellular systems, examined in
Chapter 14.
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Table 4.6 Typical Digital Microwave Performance

Band (GHz) Bandwidth (MHz) Data Rate (Mbps)
7 12
30 90
11 40 135
18 220 274

Transmission Characteristics Microwave transmission covers a substantial
portion of the electromagnetic spectrum. Common frequencies used for transmis-
sion are in the range 1 to 40 GHz. The higher the frequency used, the higher the
potential bandwidth and therefore the higher the potential data rate. Table 4.6
indicates bandwidth and data rate for some typical systems.

As with any transmission system, a main source of loss is attenuation. For
microwave (and radio frequencies), the loss can be expressed as

dard \?
L =10 1og(:> dB 4.2)

where d is the distance and A is the wavelength, in the same units. Thus, loss varies as
the square of the distance. In contrast, for twisted-pair and coaxial cable, loss varies
exponentially with distance (linear in decibels). Thus repeaters or amplifiers may be
placed farther apart for microwave systems—10 to 100 km is typical. Attenuation is
increased with rainfall. The effects of rainfall become especially noticeable above 10
GHz. Another source of impairment is interference. With the growing popularity of
microwave, transmission areas overlap and interference is always a danger. Thus the
assignment of frequency bands is strictly regulated.

The most common bands for long-haul telecommunications are the 4-GHz to
6-GHz bands. With increasing congestion at these frequencies, the 11-GHz band is
now coming into use. The 12-GHz band is used as a component of cable TV systems.
Microwave links are used to provide TV signals to local CATV installations; the
signals are then distributed to individual subscribers via coaxial cable. Higher-
frequency microwave is being used for short point-to-point links between buildings;
typically, the 22-GHz band is used. The higher microwave frequencies are less useful
for longer distances because of increased attenuation but are quite adequate for
shorter distances. In addition, at the higher frequencies, the antennas are smaller
and cheaper.

Satellite Microwave

Physical Description A communication satellite is, in effect, a microwave
relay station. It is used to link two or more ground-based microwave transmit-
ter/receivers, known as earth stations, or ground stations. The satellite receives
transmissions on one frequency band (uplink), amplifies or repeats the signal,
and transmits it on another frequency (downlink). A single orbiting satellite will
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operate on a number of frequency bands, called transponder channels, or simply
transponders.

Figure 4.6 depicts in a general way two common configurations for satellite
communication. In the first, the satellite is being used to provide a point-to-point
link between two distant ground-based antennas. In the second, the satellite pro-
vides communications between one ground-based transmitter and a number of
ground-based receivers.

For a communication satellite to function effectively, it is generally required
that it remain stationary with respect to its position over the earth. Otherwise, it
would not be within the line of sight of its earth stations at all times. To remain sta-
tionary, the satellite must have a period of rotation equal to the earth’s period of
rotation. This match occurs at a height of 35,863 km at the equator.

Satellite
antenna

Earth
station

(a) Point-to-point link

Satellite

antenna
Multlple Multlple
receivers receivers

Transmitter
(b) Broadcast link

Figure 4.6 Satellite Communication Configurations
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Two satellites using the same frequency band, if close enough together, will
interfere with each other. To avoid this, current standards require a 4° spacing
(angular displacement as measured from the earth) in the 4/6-GHz band and a 3°
spacing at 12/14 GHz. Thus the number of possible satellites is quite limited.

Applications The following are among the most important applications for satellites:

e Television distribution
¢ Long-distance telephone transmission
e Private business networks

¢ Global positioning

Because of their broadcast nature, satellites are well suited to television distri-
bution and are being used extensively in the United States and throughout the
world for this purpose. In its traditional use, a network provides programming from
a central location. Programs are transmitted to the satellite and then broadcast
down to a number of stations, which then distribute the programs to individual
viewers. One network, the Public Broadcasting Service (PBS), distributes its tele-
vision programming almost exclusively by the use of satellite channels. Other com-
mercial networks also make substantial use of satellite, and cable television systems
are receiving an ever-increasing proportion of their programming from satellites.
The most recent application of satellite technology to television distribution is
direct broadcast satellite (DBS), in which satellite video signals are transmitted
directly to the home user. The decreasing cost and size of receiving antennas have
made DBS economically feasible.

Satellite transmission is also used for point-to-point trunks between telephone
exchange offices in public telephone networks. It is the optimum medium for high-
usage international trunks and is competitive with terrestrial systems for many long-
distance intranational links.

There are a number of business data applications for satellite. The satellite
provider can divide the total capacity into a number of channels and lease these
channels to individual business users. A user equipped with the antennas at a num-
ber of sites can use a satellite channel for a private network. Traditionally, such
applications have been quite expensive and limited to larger organizations with
high-volume requirements. A recent development is the very small aperture termi-
nal (VSAT) system, which provides a low-cost alternative. Figure 4.7 depicts a typi-
cal VSAT configuration. A number of subscriber stations are equipped with
low-cost VSAT antennas. Using some discipline, these stations share a satellite
transmission capacity for transmission to a hub station. The hub station can
exchange messages with each of the subscribers and can relay messages between
subscribers.

A final application of satellites, which has become pervasive, is worthy of note.
The Navstar Global Positioning System, or GPS for short, consists of three segments
or components:

e A constellation of satellites (currently 27) orbiting about 20,000 km above the
earth’s surface, which transmit ranging signals on two frequencies in the
microwave part of the radio spectrum
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Figure 4.7 Typical VSAT Configuration

¢ A control segment which maintains GPS through a system of ground monitor
stations and satellite upload facilities

¢ The user receivers—both civil and military

Each satellite transmits a unique digital code sequence of 1s and Os, precisely
timed by an atomic clock, which is picked up by a GPS receiver’s antenna and
matched with the same code sequence generated inside the receiver. By lining up or
matching the signals, the receiver determines how long it takes the signals to travel
from the satellite to the receiver. These timing measurements are converted to dis-
tances using the speed of light. Measuring distances to four or more satellites simul-
taneously and knowing the exact locations of the satellites (included in the signals
transmitted by the satellites), the receiver can determine its latitude, longitude, and
height while at the same time synchronizing its clock with the GPS time standard
which also makes the receiver a precise time piece.

Transmission Characteristics The optimum frequency range for satellite
transmission is in the range 1 to 10 GHz. Below 1 GHz, there is significant noise
from natural sources, including galactic, solar, and atmospheric noise, and human-
made interference from various electronic devices. Above 10 GHz, the signal is
severely attenuated by atmospheric absorption and precipitation.

Most satellites providing point-to-point service today use a frequency band-
width in the range 5.925 to 6.425 GHz for transmission from earth to satellite
(uplink) and a bandwidth in the range 3.7 to 4.2 GHz for transmission from satellite
to earth (downlink). This combination is referred to as the 4/6-GHz band. Note
that the uplink and downlink frequencies differ. For continuous operation without
interference, a satellite cannot transmit and receive on the same frequency. Thus
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signals received from a ground station on one frequency must be transmitted back
on another.

The 4/6 GHz band is within the optimum zone of 1 to 10 GHz but has become
saturated. Other frequencies in that range are unavailable because of sources of
interference operating at those frequencies, usually terrestrial microwave. There-
fore, the 12/14-GHz band has been developed (uplink: 14 to 14.5 GHz; downlink:
11.7 to 12.2 GHz). At this frequency band, attenuation problems must be overcome.
However, smaller and cheaper earth-station receivers can be used. It is anticipated
that this band will also saturate, and use is projected for the 20/30-GHz band
(uplink: 27.5 to 30.0 GHz; downlink: 17.7 to 20.2 GHz). This band experiences even
greater attenuation problems but will allow greater bandwidth (2500 MHz versus
500 MHz) and even smaller and cheaper receivers.

Several properties of satellite communication should be noted. First, because
of the long distances involved, there is a propagation delay of about a quarter sec-
ond from transmission from one earth station to reception by another earth station.
This delay is noticeable in ordinary telephone conversations. It also introduces
problems in the areas of error control and flow control, which we discuss in later
chapters. Second, satellite microwave is inherently a broadcast facility. Many sta-
tions can transmit to the satellite, and a transmission from a satellite can be received
by many stations.

Broadcast Radio

Physical Description The principal difference between broadcast radio and
microwave is that the former is omnidirectional and the latter is directional. Thus
broadcast radio does not require dish-shaped antennas, and the antennas need not
be rigidly mounted to a precise alignment.

Applications Radio is a general term used to encompass frequencies in the range
of 3 kHz to 300 GHz. We are using the informal term broadcast radio to cover the
VHF and part of the UHF band: 30 MHz to 1 GHz. This range covers FM radio and
UHF and VHF television. This range is also used for a number of data networking
applications.

Transmission Characteristics The range 30 MHz to 1 GHz is an effective one
for broadcast communications. Unlike the case for lower-frequency electromagnetic
waves, the ionosphere is transparent to radio waves above 30 MHz. Thus transmis-
sion is limited to the line of sight, and distant transmitters will not interfere with
each other due to reflection from the atmosphere. Unlike the higher frequencies of
the microwave region, broadcast radio waves are less sensitive to attenuation from
rainfall.

As with microwave, the amount of attenuation due to distance obeys Equation
(4.2), namely 10 log(%)2 dB. Because of the longer wavelength, radio waves suffer
relatively less attenuation.

A prime source of impairment for broadcast radio waves is multipath interfer-
ence. Reflection from land, water, and natural or human-made objects can create
multiple paths between antennas. This effect is frequently evident when TV recep-
tion displays multiple images as an airplane passes by.
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Infrared

Infrared communications is achieved using transmitters/receivers (transceivers)
that modulate noncoherent infrared light. Transceivers must be within the line of
sight of each other either directly or via reflection from a light-colored surface such
as the ceiling of a room.

One important difference between infrared and microwave transmission is
that the former does not penetrate walls. Thus the security and interference prob-
lems encountered in microwave systems are not present. Furthermore, there is no
frequency allocation issue with infrared, because no licensing is required.

4.3 WIRELESS PROPAGATION

A signal radiated from an antenna travels along one of three routes: ground wave,
sky wave, or line of sight (LOS). Table 4.7 shows in which frequency range each pre-
dominates. In this book, we are almost exclusively concerned with LOS communica-
tion, but a short overview of each mode is given in this section.

Ground Wave Propagation

Ground wave propagation (Figure 4.8a) more or less follows the contour of the earth
and can propagate considerable distances, well over the visual horizon. This effect is
found in frequencies up to about 2 MHz. Several factors account for the tendency of
electromagnetic wave in this frequency band to follow the earth’s curvature. One fac-
tor is that the electromagnetic wave induces a current in the earth’s surface, the result
of which is to slow the wavefront near the earth, causing the wavefront to tilt down-
ward and hence follow the earth’s curvature. Another factor is diffraction, which is a
phenomenon having to do with the behavior of electromagnetic waves in the pres-
ence of obstacles. Electromagnetic waves in this frequency range are scattered by the
atmosphere in such a way that they do not penetrate the upper atmosphere.
The best-known example of ground wave communication is AM radio.

Sky Wave Propagation

Sky wave propagation is used for amateur radio, CB radio, and international broad-
casts such as BBC and Voice of America. With sky wave propagation, a signal from
an earth-based antenna is reflected from the ionized layer of the upper atmosphere
(ionosphere) back down to earth. Although it appears the wave is reflected from the
ionosphere as if the ionosphere were a hard reflecting surface, the effect is in fact
caused by refraction. Refraction is described subsequently.

A sky wave signal can travel through a number of hops, bouncing back and
forth between the ionosphere and the earth’s surface (Figure 4.8b). With this propa-
gation mode, a signal can be picked up thousands of kilometers from the transmitter.

Line-of-Sight Propagation

Above 30 MHz, neither ground wave nor sky wave propagation modes operate, and
communication must be by line of sight (Figure 4.8c). For satellite communication, a
signal above 30 MHz is not reflected by the ionosphere and therefore a signal can be
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Table 4.7 Frequency Bands

Band Frequency Range Free-Space Propagation Characteristics Typical Use
Wavelength Range
ELF (extremely low 30 to 300 Hz 10,000 to 1000 km GW Power line frequencies; used by some
frequency) home control systems.
VF (voice frequency) 300 to 3000 Hz 1000 to 100 km GW Used by the telephone system for
analog subscriber lines.
VLF (very low frequency) | 3 to 30 kHz 100 to 10 km GW; low attenuation day and night; Long-range navigation; submarine
high atmospheric noise level communication
LF (low frequency) 30 to 300 kHz 10 to 1 km GW;slightly less reliable than VLF; Long-range navigation; marine
absorption in daytime communication radio beacons
MF (medium frequency) 300 to 3000 kHz 1,000 to 100 m GW and night SW; attenuation low at | Maritime radio; direction finding;
night, high in day; atmospheric noise AM broadcasting.
HF (high frequency) 3 to 30 MHz 100 to 10 m SW; quality varies with time of day, Amateur radio; international
season, and frequency. broadcasting, military communication;
long-distance aircraft and ship
communication
VHEF (very high frequency) | 30 to 300 MHz 10to1m LOS; scattering because of VHEF television; FM broadcast and
temperature inversion; cosmic noise two-way radio, AM aircraft
communication; aircraft navigational
aids
UHF (ultra high frequency) | 300 to 3000 MHz 100 to 10 cm LOS; cosmic noise UHEF television; cellular telephone;
radar; microwave links; personal
communications systems
SHF (super high frequency) | 3 to 30 GHz 10to 1 cm LOS; rainfall attenuation above Satellite communication; radar;
10 GHz; atmospheric attenuation due | terrestrial microwave links; wireless
to oxygen and water vapor local loop
EHF (extremely high 30 to 300 GHz 10 to 1 mm LOS; atmospheric attenuation due to | Experimental; wireless local loop
frequency) oxygen and water vapor
Infrared 300 GHz to 400 THz | 1 mm to 770 nm LOS Infrared LANSs; consumer electronic
applications
Visible light 400 THz to 900 THz | 770 nm to 330 nm LOS Optical communication
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Figure 4.8 Wireless Propagation Modes

transmitted between an earth station and a satellite overhead that is not beyond the
horizon. For ground-based communication, the transmitting and receiving antennas
must be within an effective line of sight of each other. The term effective is used
because microwaves are bent or refracted by the atmosphere. The amount and even
the direction of the bend depends on conditions, but generally microwaves are bent
with the curvature of the earth and will therefore propagate farther than the optical
line of sight.
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Refraction Before proceeding, a brief discussion of refraction is warranted.
Refraction occurs because the velocity of an electromagnetic wave is a function of
the density of the medium through which it travels. In a vacuum, an electromagnetic
wave (such as light or a radio wave) travels at approximately 3 X 10% m/s. This is the
constant, ¢, commonly referred to as the speed of light, but actually referring to the
speed of light in a vacuum.? In air, water, glass, and other transparent or partially
transparent media, electromagnetic waves travel at speeds less than c.

When an electromagnetic wave moves from a medium of one density to a
medium of another density, its speed changes. The effect is to cause a one-time bend-
ing of the direction of the wave at the boundary between the two media. Moving from
a less dense to a more dense medium, the wave will bend toward the more dense
medium. This phenomenon is easily observed by partially immersing a stick in water.

The index of refraction, or refractive index, of one medium relative to another
is the sine of the angle of incidence divided by the sine of the angle of refraction. The
index of refraction is also equal to the ratio of the respective velocities in the two
media. The absolute index of refraction of a medium is calculated in comparison
with that of a vacuum. Refractive index varies with wavelength, so that refractive
effects differ for signals with different wavelengths.

Although an abrupt, one-time change in direction occurs as a signal moves
from one medium to another, a continuous, gradual bending of a signal will occur if
it is moving through a medium in which the index of refraction gradually changes.
Under normal propagation conditions, the refractive index of the atmosphere
decreases with height so that radio waves travel more slowly near the ground than
at higher altitudes. The result is a slight bending of the radio waves toward the earth.

Optical and Radio Line of Sight With no intervening obstacles, the optical
line of sight can be expressed as

d=357Vh

where d is the distance between an antenna and the horizon in kilometers and # is
the antenna height in meters. The effective, or radio, line of sight to the horizon is
expressed as (Figure 4.9)

d =35TVKh

Radio horizon

/

Antenna Optical horizon

Earth

Figure 4.9 Optical and Radio Horizons

’The exact value is 299,792,458 m/s.
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where K is an adjustment factor to account for the refraction. A good rule of
thumb is K = 4/3. Thus, the maximum distance between two antennas for LOS
propagation is 3.57( VKh; + Khz), where /1, and h, are the heights of the two
antennas.

EXAMPLE 4.3 The maximum distance between two antennas for LOS transmis-
sion if one antenna is 100 m high and the other is at ground level is

d =357V Kh =3.57V133 = 41 km

Now suppose that the receiving antenna is 10 m high. To achieve the same dis-
tance, how high must the transmitting antenna be? The result is

41 = 357(VKhy + V133)
VKh, = % ~ V133 =784
hy = 7.84°/1.33 = 462 m
This is a savings of over 50 m in the height of the transmitting antenna. This

example illustrates the benefit of raising receiving antennas above ground level
to reduce the necessary height of the transmitter.

4.4 LINE-OF-SIGHT TRANSMISSION

Section 3.3 discussed various transmission impairments common to both guided and
wireless transmission. In this section, we extend the discussion to examine some
impairments specific to wireless line-of-sight transmission.

Free Space Loss

For any type of wireless communication the signal disperses with distance. There-
fore, an antenna with a fixed area will receive less signal power the farther it is from
the transmitting antenna. For satellite communication this is the primary mode of
signal loss. Even if no other sources of attenuation or impairment are assumed, a
transmitted signal attenuates over distance because the signal is being spread over a
larger and larger area. This form of attenuation is known as free space loss, which
can be expressed in terms of the ratio of the radiated power P, to the power P,
received by the antenna or, in decibels, by taking 10 times the log of that ratio. For
the ideal isotropic antenna, free space loss is

1 (47d)? _ (4mfd)?

Pr )\2 C2
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where
P, = signal power at the transmitting antenna
P. = signal power at the receiving antenna
A = carrier wavelength
d = propagation distance between antennas
¢ = speed of light (3 X 108 m/s)

where d and A are in the same units (e.g., meters).

This can be recast as>

Lgg

P 4md
1010gFt =20 log<:) = —201log(A) + 20log(d) + 21.98 dB

" 4.3)
dmfd
A ) = 20log(f) + 20 log(d) — 147.56 dB

20 log(C
Figure 4.10 illustrates the free space loss equation.

For other antennas, we must take into account the gain of the antenna, which
yields the following free space loss equation:

P (4m)’(d)?  (Ad)? (cd)’

P, GGN  AA  f2AA,

where

G, = gain of the transmitting antenna
G, = gain of the receiving antenna

2
!

= effective area of the transmitting antenna

=
Il

effective area of the receiving antenna

The third fraction is derived from the second fraction using the relationship
between antenna gain and effective area defined in Equation (4.1). We can recast
the loss equation as

Lgg = 201og(A) + 201og(d) — 101og(A,A,)
= —201log(f) + 20log(d) — 10log(A,A,) + 169.54 dB (4.9)

Thus, for the same antenna dimensions and separation, the longer the carrier wave-
length (lower the carrier frequency f), the higher is the free space path loss. It is
interesting to compare Equations (4.3) and (4.4). Equation (4.3) indicates that as
the frequency increases, the free space loss also increases, which would suggest that
at higher frequencies, losses become more burdensome. However, Equation (4.4)
shows that we can easily compensate for this increased loss with antenna gains. In

3As was mentioned in Appendix 3A, there is some inconsistency in the literature over the use of the
terms gain and loss. Equation (4.3) follows the convention of Equation (3.3).
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Figure 4.10 Free Space Loss

fact, there is a net gain at higher frequencies, other factors remaining constant.
Equation (4.3) shows that at a fixed distance an increase in frequency results in an
increased loss measured by 20 log(f). However, if we take into account antenna gain
and fix antenna area, then the change in loss is measured by —20 log(f); that is,
there is actually a decrease in loss at higher frequencies.

EXAMPLE 4.4 Determine the isotropic free space loss at 4 GHz for the short-
est path to a synchronous satellite from earth (35,863 km). At 4 GHz, the wave-
length is (3 X 10%)/(4 X 10?) = 0.075 m. Then

Las = —2010g(0.075) + 20 log(35.853 x 106) + 21.98 = 195.6 dB
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Now consider the antenna gain of both the satellite- and ground-based antennas.
Typical values are 44 dB and 48 dB, respectively. The free space loss is

Lgg = 195.6 — 44 — 48 = 103.6 dB

Now assume a transmit power of 250 W at the earth station. What is the power
received at the satellite antenna? A power of 250 W translates into 24 dBW, so
the power at the receiving antenna is 24 — 103.6 = —79.6 dBW.

Atmospheric Absorption

An additional loss between the transmitting and receiving antennas is atmo-
spheric absorption. Water vapor and oxygen contribute most to attenuation. A
peak attenuation occurs in the vicinity of 22 GHz due to water vapor. At frequen-
cies below 15 GHz, the attenuation is less. The presence of oxygen results in an
absorption peak in the vicinity of 60 GHz but contributes less at frequencies
below 30 GHz. Rain and fog (suspended water droplets) cause scattering of radio
waves that results in attenuation. In this context, the term scattering refers to the
production of waves of changed direction or frequency when radio waves
encounter matter. This can be a major cause of signal loss. Thus, in areas of signif-
icant precipitation, either path lengths have to be kept short or lower-frequency
bands should be used.

Multipath

For wireless facilities where there is a relatively free choice of where antennas are to
be located, they can be placed so that if there are no nearby interfering obstacles,
there is a direct line-of-sight path from transmitter to receiver. This is generally the
case for many satellite facilities and for point-to-point microwave. In other cases,
such as mobile telephony, there are obstacles in abundance. The signal can be
reflected by such obstacles so that multiple copies of the signal with varying delays
can be received. In fact, in extreme cases, there may be no direct signal. Depending
on the differences in the path lengths of the direct and reflected waves, the compos-
ite signal can be either larger or smaller than the direct signal. Reinforcement and
cancellation of the signal resulting from the signal following multiple paths can be
controlled for communication between fixed, well-sited antennas, and between
satellites and fixed ground stations. One exception is when the path goes across
water, where the wind keeps the reflective surface of the water in motion. For
mobile telephony and communication to antennas that are not well sited, multipath
considerations can be paramount.

Figure 4.11 illustrates in general terms the types of multipath interference typ-
ical in terrestrial, fixed microwave and in mobile communications. For fixed
microwave, in addition to the direct line of sight, the signal may follow a curved path
through the atmosphere due to refraction and the signal may also reflect from the
ground. For mobile communications, structures and topographic features provide
reflection surfaces.
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(a) Microwave line of sight

(b) Mobile radio
Figure 4.11 Examples of Multipath Interference

Refraction

Radio waves are refracted (or bent) when they propagate through the atmo-
sphere. The refraction is caused by changes in the speed of the signal with altitude
or by other spatial changes in the atmospheric conditions. Normally, the speed of
the signal increases with altitude, causing radio waves to bend downward. How-
ever, on occasion, weather conditions may lead to variations in speed with height
that differ significantly from the typical variations. This may result in a situation in
which only a fraction or no part of the line-of-sight wave reaches the receiving
antenna.

4.5 RECOMMENDED READING AND WEB SITES

Detailed descriptions of the transmission characteristics of the transmission media discussed
in this chapter can be found in [FREE9S]. [REEV95] provides an excellent treatment of
twisted pair and optical fiber. [BOREY7] is a thorough treatment of optical fiber transmission
components. Another good paper on the subject is [WILL97]. [FREEQ2] is a detailed techni-
cal reference on optical fiber. [STALOO] discusses the characteristics of transmission media
for LANs in greater detail.

For a more thorough treatment on wireless transmission and propagation, see
[STALO5] and [RAPP02]. [FREE97] is an excellent detailed technical reference on wireless
topics.
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Recommended Web sites:

¢ Siemon Company: Good collection of technical articles on cabling, plus information
about cabling standards

* Wireless developer network: News, tutorials, and discussions on wireless topics

* About antennas: Good source of information and links

¢ U.S. frequency allocation chart: Chart plus background paper

4.6 KEY TERMS, REVIEW QUESTIONS, AND PROBLEMS

Key Terms
antenna infrared refractive index
antenna gain isotropic antenna scattering
atmospheric absorption line of sight (LOS) satellite
attenuation microwave frequencies shielded twisted pair (STP)
coaxial cable multipath sky wave propagation
directional antenna omnidirectional antenna terrestrial microwave
effective area optical fiber transmission medium
free space loss optical LOS twisted pair
global positioning system parabolic reflective antenna unguided media

(GPS) radio unshielded twisted pair (UTP)

ground wave propagation radio LOS wavelength division
guided media reflection multiplexing (WDM)
index of refraction refraction wireless transmission
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Review Questions

4.1. Why are the wires twisted in twisted-pair copper wire?
4.2.  What are some major limitations of twisted-pair wire?
4.3. What is the difference between unshielded twisted pair and shielded twisted pair?
4.4. Describe the components of optical fiber cable.
4.5. What are some major advantages and disadvantages of microwave transmission?
4.6. What is direct broadcast satellite (DBS)?
4.7.  Why must a satellite have distinct uplink and downlink frequencies?
4.8. Indicate some significant differences between broadcast radio and microwave.
4.9. What two functions are performed by an antenna?

4.10. What is an isotropic antenna?

4.11. What is the advantage of a parabolic reflective antenna?

4.12.  What factors determine antenna gain?

4.13.  What is the primary cause of signal loss in satellite communications?

4.14. What is refraction?

4.15.  What is the difference between diffraction and scattering?

Problems

4.1 Suppose that data are stored on 1.4-Mbyte floppy diskettes that weigh 30 g each. Sup-
pose that an airliner carries 10* kg of these floppies at a speed of 1000 km/h over a
distance of 5000 km. What is the data transmission rate in bits per second of this sys-
tem?

4.2 A telephone line is known to have a loss of 20 dB. The input signal power is measured
as 0.5 W, and the output noise level is measured as 4.5 uW. Using this information,
calculate the output signal-to-noise ratio in dB.

4.3 Given a 100-Watt power source, what is the maximum allowable length for the fol-
lowing transmission media if a signal of 1 Watt is to be received?

a. 24-gauge (0.5 mm) twisted pair operating at 300 kHz
b. 24-gauge (0.5 mm) twisted pair operating at 1 MHz

c. 0.375-inch (9.5 mm) coaxial cable operating at 1 MHz
d. 0.375-inch (9.5 mm) coaxial cable operating at 25 MHz
e. optical fiber operating at its optimal frequency

4.4 Coaxial cable is a two-wire transmission system. What is the advantage of connecting
the outer conductor to ground?

4.5 Show that doubling the transmission frequency or doubling the distance between
transmitting antenna and receiving antenna attenuates the power received by 6 dB.

4.6 It turns out that the depth in the ocean to which airborne electromagnetic signals can
be detected grows with the wavelength. Therefore, the military got the idea of using
very long wavelengths corresponding to about 30 Hz to communicate with sub-
marines throughout the world. It is desirable to have an antenna that is about one-
half wavelength long. How long would that be?

4.7 The audio power of the human voice is concentrated at about 300 Hz. Antennas of

the appropriate size for this frequency are impracticably large, so that to send voice

by radio the voice signal must be used to modulate a higher (carrier) frequency for

which the natural antenna size is smaller.

a. What is the length of an antenna one-half wavelength long for sending radio at
300 Hz?

b. An alternative is to use a modulation scheme, as described in Chapter 5, for transmit-
ting the voice signal by modulating a carrier frequency, so that the bandwidth of the
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4.8

4.9

4.10

4.11

4.12

4.14

signal is a narrow band centered on the carrier frequency. Suppose we would like a

half-wave antenna to have a length of 1 meter. What carrier frequency would we use?
Stories abound of people who receive radio signals in fillings in their teeth. Suppose
you have one filling that is 2.5 mm (0.0025 m) long that acts as a radio antenna. That
is, it is equal in length to one-half the wavelength. What frequency do you receive?
You are communicating between two satellites. The transmission obeys the free space
law. The signal is too weak. Your vendor offers you two options. The vendor can use a
higher frequency that is twice the current frequency or can double the effective area
of both of the antennas. Which will offer you more received power or will both offer
the same improvement, all other factors remaining equal? How much improvement
in the received power do you obtain from the best option?
In satellite communications, different frequency bands are used for the uplink and the
downlink. Discuss why this pattern occurs.
For radio transmission in free space, signal power is reduced in proportion to the
square of the distance from the source, whereas in wire transmission, the attenuation
is a fixed number of dB per kilometer. The following table is used to show the dB
reduction relative to some reference for free space radio and uniform wire. Fill in the
missing numbers to complete the table.

Distance (km) Radio (dB) Wire (dB)
1 -6 -3
2
4
8
16

Section 4.2 states that if a source of electromagnetic energy is placed at the focus of
the paraboloid, and if the paraboloid is a reflecting surface, then the wave will bounce
back in lines parallel to the axis of the paraboloid. To demonstrate this, consider the
parabola y? = 2px shown in Figure 4.12. Let P(x;, ;) be a point on the parabola,
and PF be the line from P to the focus. Construct the line L through P parallel to the

x-axis and the line M tangent to the parabola at P. The angle between L and M is 3,

and the angle between PF and M is a. The angle « is the angle at which a ray from F

strikes the parabola at P. Because the angle of incidence equals the angle of reflec-

tion, the ray reflected from P must be at an angle « to M. Thus, if we can show that

a = 3, we have demonstrated that rays reflected from the parabola starting at F will

be parallel to the x-axis.

a. First show that tan 8 = (p/y,). Hint: Recall from trigonometry that the slope of a
line is equal to the tangent of the angle the line makes with the positive
x-direction. Also recall that the slope of the line tangent to a curve at a given point
is equal to the derivative of the curve at that point.

b. Now show that tan & = (p/y;), which demonstrates that « = B. Hint: Recall from
trigonometry that the formula for the tangent of the difference between two
angles a; and ay is tan(a, — @) = (tan ap — tan a)/(1 + tan a; X tan ay).

It is often more convenient to express distance in km rather than m and frequency in

MHz rather than Hz. Rewrite Equation (4.3) using these dimensions.

Suppose a transmitter produces 50 W of power.

a. Express the transmit power in units of dBm and dBW.

b. If the transmitter’s power is applied to a unity gain antenna with a 900-MHz carrier

frequency, what is the received power in dBm at a free space distance of 100 m?

Repeat (b) for a distance of 10 km.

d. Repeat (c) but assume a receiver antenna gain of 2.

g
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Figure 4.12 Parabolic Reflection

A microwave transmitter has an output of 0.1 W at 2 GHz. Assume that this transmit-
ter is used in a microwave communication system where the transmitting and receiv-
ing antennas are parabolas, each 1.2 m in diameter.

a. What is the gain of each antenna in decibels?

b. Taking into account antenna gain, what is the effective radiated power of the
transmitted signal?

c. If the receiving antenna is located 24 km from the transmitting antenna over a
free space path, find the available signal power out of the receiving antenna in
dBm units.

Section 4.3 states that with no intervening obstacles, the optical line of sight can be
expressed as d = 3.57Vh, where d is the distance between an antenna and the hori-
zon in kilometers and / is the antenna height in meters. Using a value for the earth’s
radius of 6370 km, derive this equation. Hint: Assume that the antenna is perpendicu-
lar to the earth’s surface, and note that the line from the top of the antenna to the
horizon forms a tangent to the earth’s surface at the horizon. Draw a picture showing
the antenna, the line of sight, and the earth’s radius to help visualize the problem.

Determine the height of an antenna for a TV station that must be able to reach cus-

tomers up to 80 km away.

Suppose a ray of visible light passes from the atmosphere into water at an angle to the
horizontal of 30°. What is the angle of the ray in the water? Note: At standard atmo-
spheric conditions at the earth’s surface, a reasonable value for refractive index is
1.0003. A typical value of refractive index for water is 4/3.
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Even the natives have difficulty mastering this peculiar vocabulary.

—The Golden Bough, Sir James George Frazer

KEY POINTS

* Both analog and digital information can be encoded as either analog
or digital signals. The particular encoding that is chosen depends on
the specific requirements to be met and the media and communica-
tions facilities available.

* Digital data, digital signals: The simplest form of digital encoding of
digital data is to assign one voltage level to binary one and another to
binary zero. More complex encoding schemes are used to improve
performance, by altering the spectrum of the signal and providing syn-
chronization capability.

* Digital data, analog signal: A modem converts digital data to an ana-
log signal so that it can be transmitted over an analog line. The basic
techniques are amplitude shift keying (ASK), frequency shift keying
(FSK), and phase shift keying (PSK). All involve altering one or more
characteristics of a carrier frequency to represent binary data.

°  Analog data, digital signals: Analog data, such as voice and video, are
often digitized to be able to use digital transmission facilities. The sim-
plest technique is pulse code modulation (PCM), which involves sam-
pling the analog data periodically and quantizing the samples.

* Analog data, analog signals: Analog data are modulated by a carrier
frequency to produce an analog signal in a different frequency band,
which can be utilized on an analog transmission system. The basic
techniques are amplitude modulation (AM), frequency modulation
(FM), and phase modulation (PM).

In Chapter 3 a distinction was made between analog and digital data and analog
and digital signals. Figure 3.14 suggested that either form of data could be
encoded into either form of signal.

Figure 5.1 is another depiction that emphasizes the process involved. For
digital signaling, a data source g(¢), which may be either digital or analog, is
encoded into a digital signal x(f). The actual form of x(¢) depends on the encoding
technique and is chosen to optimize use of the transmission medium. For exam-
ple, the encoding may be chosen to conserve bandwidth or to minimize errors.

The basis for analog signaling is a continuous constant-frequency signal
known as the carrier signal. The frequency of the carrier signal is chosen to be
compatible with the transmission medium being used. Data may be transmitted
using a carrier signal by modulation. Modulation is the process of encoding

139
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Figure 5.1 Encoding and Modulation Techniques

source data onto a carrier signal with frequency f,. All modulation techniques
involve operation on one or more of the three fundamental frequency domain
parameters: amplitude, frequency, and phase.

The input signal m() may be analog or digital and is called the modulating
signal or baseband signal. The result of modulating the carrier signal is called the
modulated signal s(¢). As Figure 5.1b indicates, s(¢) is a bandlimited (bandpass)
signal. The location of the bandwidth on the spectrum is related to f.. and is often
centered on f,.. Again, the actual form of the encoding is chosen to optimize some
characteristic of the transmission.

Each of the four possible combinations depicted in Figure 5.1 is in wide-
spread use. The reasons for choosing a particular combination for any given com-
munication task vary. We list here some representative reasons:

 Digital data, digital signal: In general, the equipment for encoding digital
data into a digital signal is less complex and less expensive than digital-to-
analog modulation equipment.

* Analog data, digital signal: Conversion of analog data to digital form per-
mits the use of modern digital transmission and switching equipment. The
advantages of the digital approach were outlined in Section 3.2.

 Digital data, analog signal: Some transmission media, such as optical fiber
and unguided media, will only propagate analog signals.

* Analog data, analog signal: Analog data in electrical form can be trans-
mitted as baseband signals easily and cheaply. This is done with voice
transmission over voice-grade lines. One common use of modulation is to
shift the bandwidth of a baseband signal to another portion of the
spectrum. In this way multiple signals, each at a different position on the
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spectrum, can share the same transmission medium. This is known as
frequency division multiplexing.

We now examine the techniques involved in each of these four combinations.

5.1 DIGITAL DATA, DIGITAL SIGNALS

A digital signal is a sequence of discrete, discontinuous voltage pulses. Each pulse is
a signal element. Binary data are transmitted by encoding each data bit into signal
elements. In the simplest case, there is a one-to-one correspondence between bits
and signal elements. An example is shown in Figure 3.16, in which binary 1 is repre-
sented by a lower voltage level and binary 0 by a higher voltage level. We show in
this section that a variety of other encoding schemes are also used.

First, we define some terms. If the signal elements all have the same algebraic sign,
that is, all positive or negative, then the signal is unipolar. In polar signaling, one logic
state is represented by a positive voltage level, and the other by a negative voltage level.
The data signaling rate, or just data rate, of a signal is the rate, in bits per second, that
data are transmitted. The duration or length of a bit is the amount of time it takes for the
transmitter to emit the bit; for a data rate R, the bit duration is 1/R. The modulation rate,
in contrast, is the rate at which the signal level is changed. This will depend on the nature
of the digital encoding, as explained later. The modulation rate is expressed in baud,
which means signal elements per second. Finally, the terms mark and space, for histori-
cal reasons, refer to the binary digits 1 and 0, respectively. Table 5.1 summarizes key
terms; these should be clearer when we see an example later in this section.

The tasks involved in interpreting digital signals at the receiver can be summa-
rized by again referring to Figure 3.16. First, the receiver must know the timing of
each bit. That is, the receiver must know with some accuracy when a bit begins and
ends. Second, the receiver must determine whether the signal level for each bit
position is high (0) or low (1). In Figure 3.16, these tasks are performed by sampling
each bit position in the middle of the interval and comparing the value to a thresh-
old. Because of noise and other impairments, there will be errors, as shown.

What factors determine how successful the receiver will be in interpreting
the incoming signal? We saw in Chapter 3 that three factors are important: the

Table 5.1 Key Data Transmission Terms

Term Units Definition

Data element Bits A single binary one or zero

Data rate Bits per second (bps) The rate at which data elements are transmitted

Signal element Digital: a voltage pulse of That part of a signal that occupies the shortest
constant amplitude interval of a signaling code

Analog: a pulse of constant
frequency, phase, and amplitude

Signaling rate or Signal elements per second The rate at which signal
modulation rate (baud) elements are transmitted
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Table 5.2 Definition of Digital Signal Encoding Formats

Nonreturn to Zero-Level (NRZ-L)

0 = high level

1 = low level

Nonreturn to Zero Inverted (NRZI)

0 = no transition at beginning of interval (one bit time)

1 = transition at beginning of interval

Bipolar-AMI

0 = no line signal

1 = positive or negative level, alternating for successive ones
Pseudoternary

0 = positive or negative level, alternating for successive zeros
1 = no line signal

Manchester

0 = transition from high to low in middle of interval

1 = transition from low to high in middle of interval
Differential Manchester

Always a transition in middle of interval

0 = transition at beginning of interval

1 = no transition at beginning of interval

B8ZS

Same as bipolar AMI, except that any string of eight zeros is replaced by a string with two code violations
HDB3

Same as bipolar AMI, except that any string of four zeros is replaced by a string with one code violation

signal-to-noise ratio, the data rate, and the bandwidth. With other factors held
constant, the following statements are true:

* Anincrease in data rate increases bit error rate (BER).!
e An increase in SNR decreases bit error rate.

* An increase in bandwidth allows an increase in data rate.

There is another factor that can be used to improve performance, and that is
the encoding scheme. The encoding scheme is simply the mapping from data bits
to signal elements. A variety of approaches have been tried. In what follows, we
describe some of the more common ones; they are defined in Table 5.2 and depicted
in Figure 5.2.

Before describing these techniques, let us consider the following ways of eval-
uating or comparing the various techniques.

The BER is the most common measure of error performance on a data circuit and is defined as the
probability that a bit is received in error. It is also called the bit error ratio. This latter term is clearer,
because the term rate typically refers to some quantity that varies with time. Unfortunately, most books
and standards documents refer to the R in BER as rate.
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Figure 5.2 Digital Signal Encoding Formats

Signal spectrum: Several aspects of the signal spectrum are important. A lack
of high-frequency components means that less bandwidth is required for
transmission. In addition, lack of a direct-current (dc) component is also desir-
able. With a dc component to the signal, there must be direct physical attach-
ment of transmission components. With no dc component, ac coupling via
transformer is possible; this provides excellent electrical isolation, reducing
interference. Finally, the magnitude of the effects of signal distortion and inter-
ference depend on the spectral properties of the transmitted signal. In prac-
tice, it usually happens that the transmission characteristics of a channel are
worse near the band edges. Therefore, a good signal design should concentrate
the transmitted power in the middle of the transmission bandwidth. In such a
case, a smaller distortion should be present in the received signal. To meet this
objective, codes can be designed with the aim of shaping the spectrum of the
transmitted signal.

Clocking: We mentioned the need to determine the beginning and end of each
bit position. This is no easy task. One rather expensive approach is to provide
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a separate clock lead to synchronize the transmitter and receiver. The alterna-
tive is to provide some synchronization mechanism that is based on the trans-
mitted signal. This can be achieved with suitable encoding, as explained
subsequently.

¢ Error detection: We will discuss various error-detection techniques in Chapter 6
and show that these are the responsibility of a layer of logic above the signaling
level that is known as data link control. However, it is useful to have some error
detection capability built into the physical signaling encoding scheme. This per-
mits errors to be detected more quickly.

e Signal interference and noise immunity: Certain codes exhibit superior perform-
ance in the presence of noise. Performance is usually expressed in terms of a
BER.

¢ Cost and complexity: Although digital logic continues to drop in price, this fac-
tor should not be ignored. In particular, the higher the signaling rate to achieve
a given data rate, the greater the cost. We shall see that some codes require a
signaling rate that is greater than the actual data rate.

We now turn to a discussion of various techniques.

Nonreturn to Zero (NRZ)

The most common, and easiest, way to transmit digital signals is to use two different
voltage levels for the two binary digits. Codes that follow this strategy share the
property that the voltage level is constant during a bit interval; there is no transition
(no return to a zero voltage level). For example, the absence of voltage can be used
to represent binary 0, with a constant positive voltage used to represent binary 1.
More commonly, a negative voltage represents one binary value and a positive volt-
age represents the other. This latter code, known as Nonreturn to Zero-Level
(NRZ-L), is illustrated” in Figure 5.2. NRZ-L is typically the code used to generate
or interpret digital data by terminals and other devices. If a different code is to be
used for transmission, it is generated from an NRZ-L signal by the transmission sys-
tem [in terms of Figure 5.1, NRZ-L is g(¢) and the encoded signal is x(?)].

A variation of NRZ is known as NRZI (Nonreturn to Zero, invert on ones).
As with NRZ-L, NRZI maintains a constant voltage pulse for the duration of a bit
time. The data themselves are encoded as the presence or absence of a signal transi-
tion at the beginning of the bit time. A transition (low to high or high to low) at the
beginning of a bit time denotes a binary 1 for that bit time; no transition indicates a
binary 0.

NRZI is an example of differential encoding. In differential encoding, the
information to be transmitted is represented in terms of the changes between suc-
cessive signal elements rather than the signal elements themselves. The encoding
of the current bit is determined as follows: If the current bit is a binary 0, then the

’In this figure, a negative voltage is equated with binary 1 and a positive voltage with binary 0. This is the
opposite of the definition used in virtually all other textbooks. The definition here conforms to the use of
NRZ-L in data communications interfaces and the standards that govern those interfaces.
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current bit is encoded with the same signal as the preceding bit; if the current bit is
a binary 1, then the current bit is encoded with a different signal than the preced-
ing bit. One benefit of differential encoding is that it may be more reliable to
detect a transition in the presence of noise than to compare a value to a threshold.
Another benefit is that with a complex transmission layout, it is easy to lose the
sense of the polarity of the signal. For example, on a multidrop twisted-pair line, if
the leads from an attached device to the twisted pair are accidentally inverted, all
1s and Os for NRZ-L will be inverted. This does not happen with differential
encoding.

The NRZ codes are the easiest to engineer and, in addition, make efficient use
of bandwidth. This latter property is illustrated in Figure 5.3, which compares the
spectral density of various encoding schemes. In the figure, frequency is normalized
to the data rate. Most of the energy in NRZ and NRZI signals is between dc and
half the bit rate. For example, if an NRZ code is used to generate a signal with data
rate of 9600 bps, most of the energy in the signal is concentrated between dc and
4800 Hz.

The main limitations of NRZ signals are the presence of a dc component and
the lack of synchronization capability. To picture the latter problem, consider that
with a long string of 1s or Os for NRZ-L or a long string of Os for NRZI, the output
is a constant voltage over a long period of time. Under these circumstances, any drift
between the clocks of transmitter and receiver will result in loss of synchronization
between the two.

Because of their simplicity and relatively low frequency response characteris-
tics, NRZ codes are commonly used for digital magnetic recording. However, their
limitations make these codes unattractive for signal transmission applications.

14—
= BSZS, HDB3 AMI = alternate mark inversion
s oy B8ZS = bipolar with 8 zeros substitution
.5 12— ," kY HDB3 = high-density bipolar—3 zeros
£ NRZIL ¢ 5 NRZ-L = nonreturn to zero level
= =5 X \ = :
3 \ NRZI = nonreturn to zero inverted

s 1.0 NRZI H S . =
£ g SO f = frequency
- i’ N R = data rate
= . l;‘ N
gn 0.8 — l/ i, o
= HE i\ AMI, pseudoternary
> 1! S

— ] IR
& 06 i (!
= ! Y
g 14 N
= 14 s\
g 04— 4y 3\ Manchester,
= ll," Y differential Manchester

17 W\
02| )¢ b
77 Y
"// ‘\‘ ..... .
4 | | | [+, N et 7o) J
0.2 0.4 0.6 0.8 1.0 1.2 14 1.6 1.8 2.0

Normalized frequency (f/R)

Figure 5.3 Spectral Density of Various Signal Encoding Schemes
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Multilevel Binary

A category of encoding techniques known as multilevel binary addresses some of
the deficiencies of the NRZ codes. These codes use more than two signal levels. Two
examples of this scheme are illustrated in Figure 5.2, bipolar-AMI (alternate mark
inversion) and pseudoternary.®

In the case of the bipolar-AMI scheme, a binary 0 is represented by no line
signal, and a binary 1 is represented by a positive or negative pulse. The binary 1
pulses must alternate in polarity. There are several advantages to this approach.
First, there will be no loss of synchronization if a long string of 1s occurs. Each 1
introduces a transition, and the receiver can resynchronize on that transition. A
long string of Os would still be a problem. Second, because the 1 signals alternate in
voltage from positive to negative, there is no net dc component. Also, the band-
width of the resulting signal is considerably less than the bandwidth for NRZ
(Figure 5.3). Finally, the pulse alternation property provides a simple means of
error detection. Any isolated error, whether it deletes a pulse or adds a pulse, causes
a violation of this property.

The comments of the previous paragraph also apply to pseudoternary. In this
case, it is the binary 1 that is represented by the absence of a line signal, and the
binary 0 by alternating positive and negative pulses. There is no particular advan-
tage of one technique versus the other, and each is the basis of some applications.

Although a degree of synchronization is provided with these codes, a long
string of Os in the case of AMI or 1s in the case of pseudoternary still presents a
problem. Several techniques have been used to address this deficiency. One
approach is to insert additional bits that force transitions. This technique is used in
ISDN (integrated services digital network) for relatively low data rate transmission.
Of course, at a high data rate, this scheme is expensive, because it results in an
increase in an already high signal transmission rate. To deal with this problem at
high data rates, a technique that involves scrambling the data is used. We examine
two examples of this technique later in this section.

Thus, with suitable modification, multilevel binary schemes overcome the
problems of NRZ codes. Of course, as with any engineering design decision, there is
a tradeoff. With multilevel binary coding, the line signal may take on one of three
levels, but each signal element, which could represent log, 3 = 1.58 bits of informa-
tion, bears only one bit of information. Thus multilevel binary is not as efficient as
NRZ coding. Another way to state this is that the receiver of multilevel binary sig-
nals has to distinguish between three levels (+ A, — A, 0) instead of just two levels in
the signaling formats previously discussed. Because of this, the multilevel binary sig-
nal requires approximately 3 dB more signal power than a two-valued signal for the
same probability of bit error. This is illustrated in Figure 5.4. Put another way, the bit
error rate for NRZ codes, at a given signal-to-noise ratio, is significantly less than
that for multilevel binary.

3These terms are not used consistently in the literature. In some books, these two terms are used for dif-
ferent encoding schemes than those defined here, and a variety of terms have been used for the two
schemes illustrated in Figure 5.2. The nomenclature used here corresponds to the usage in various [TU-T
standards documents.
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Figure 5.4 Theoretical Bit Error Rate for Various Encoding
Schemes

Biphase

There is another set of coding techniques, grouped under the term biphase, that
overcomes the limitations of NRZ codes. Two of these techniques, Manchester and
differential Manchester, are in common use.

In the Manchester code, there is a transition at the middle of each bit period.
The midbit transition serves as a clocking mechanism and also as data: a low-to-high
transition represents a 1, and a high-to-low transition represents a 0.* In differential
Manchester, the midbit transition is used only to provide clocking. The encoding of
a 0is represented by the presence of a transition at the beginning of a bit period, and
a 1l isrepresented by the absence of a transition at the beginning of a bit period. Dif-
ferential Manchester has the added advantage of employing differential encoding.

All of the biphase techniques require at least one transition per bit time and
may have as many as two transitions. Thus, the maximum modulation rate is twice
that for NRZ; this means that the bandwidth required is correspondingly greater.
On the other hand, the biphase schemes have several advantages:

* Synchronization: Because there is a predictable transition during each bit
time, the receiver can synchronize on that transition. For this reason, the
biphase codes are known as self-clocking codes.

* No dc component: Biphase codes have no dc component, yielding the benefits
described earlier.

“The definition of Manchester presented here is the opposite of that used in a number of respectable
textbooks, in which a low-to-high transition represents a binary 0 and a high-to-low transition represents
a binary 1. Here, we conform to industry practice and to the definition used in the various LAN stan-
dards, such as IEEE 802.3.
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¢ Error detection: The absence of an expected transition can be used to detect
errors. Noise on the line would have to invert both the signal before and after
the expected transition to cause an undetected error.

As can be seen from Figure 5.3, the bandwidth for biphase codes is reasonably
narrow and contains no dc component. However, it is wider than the bandwidth for
the multilevel binary codes.

Biphase codes are popular techniques for data transmission. The more com-
mon Manchester code has been specified for the IEEE 802.3 (Ethernet) standard
for baseband coaxial cable and twisted-pair bus LANSs. Differential Manchester
has been specified for the IEEE 802.5 token ring LAN, using shielded twisted
pair.

Modulation Rate

When signal-encoding techniques are used, a distinction needs to be made between
data rate (expressed in bits per second) and modulation rate (expressed in baud).
The data rate, or bit rate, is 1/7},, where T, = bit duration. The modulation rate is the
rate at which signal elements are generated. Consider, for example, Manchester
encoding. The minimum size signal element is a pulse of one-half the duration of a
bit interval. For a string of all binary zeroes or all binary ones, a continuous stream
of such pulses is generated. Hence the maximum modulation rate for Manchester is
2/T,. This situation is illustrated in Figure 5.5, which shows the transmission of a
stream of binary 1s at a data rate of 1 Mbps using NRZI and Manchester. In general,

R R
e (CR )]
L log, M
5 bits = 5 ps
1 1 1 1 1
NRZI
e e
1 bit =
1 signal element =
1 ps
Manchester
. -
1 bit = 1 signal element =
1 ps 0.5 ps

Figure 5.5 A Stream of Binary Ones at 1 Mbps
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Table 5.3 Normalized Signal Transition Rate of Various Digital Signal Encoding
Schemes

Minimum 101010... Maximum
NRZ-L 0 (all Os or 1s) 1.0 1.0
NRZI 0 (all 0s) 0.5 1.0 (all 1s)
Bipolar-AMI 0 (all 0s) 1.0 1.0
Pseudoternary 0 (all 1s) 1.0 1.0
Manchester 1.0 (1010...) 1.0 2.0 (all Os or 1s)
Differential Manchester 1.0 (all 1s) 1.5 2.0 (all Os)

where

D = modulation rate, baud
R = data rate, bps
M = number of different signal elements = 2%

L = number of bits per signal element

One way of characterizing the modulation rate is to determine the average
number of transitions that occur per bit time. In general, this will depend on the
exact sequence of bits being transmitted. Table 5.3 compares transition rates for var-
ious techniques. It indicates the signal transition rate in the case of a data stream of
alternating 1s and Os, and for the data stream that produces the minimum and maxi-
mum modulation rate.

Scrambling Techniques

Although the biphase techniques have achieved widespread use in local area net-
work applications at relatively high data rates (up to 10 Mbps), they have not been
widely used in long-distance applications. The principal reason for this is that they
require a high signaling rate relative to the data rate. This sort of inefficiency is more
costly in a long-distance application.

Another approach is to make use of some sort of scrambling scheme. The idea
behind this approach is simple: Sequences that would result in a constant voltage
level on the line are replaced by filling sequences that will provide sufficient transi-
tions for the receiver’s clock to maintain synchronization. The filling sequence must
be recognized by the receiver and replaced with the original data sequence. The fill-
ing sequence is the same length as the original sequence, so there is no data rate
penalty. The design goals for this approach can be summarized as follows:

¢ No dc component

¢ No long sequences of zero-level line signals
¢ No reduction in data rate

¢ Error-detection capability
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Figure 5.6 Encoding Rules for BSZS and HDB3

Two techniques are commonly used in long-distance transmission services;
these are illustrated in Figure 5.6.

A coding scheme that is commonly used in North America is known as bipolar
with 8-zeros substitution (B8ZS). The coding scheme is based on a bipolar-AMI. We
have seen that the drawback of the AMI code is that a long string of zeros may
result in loss of synchronization. To overcome this problem, the encoding is
amended with the following rules:

e If an octet of all zeros occurs and the last voltage pulse preceding this octet
was positive, then the eight zeros of the octet are encoded as 000+—0—+.

e If an octet of all zeros occurs and the last voltage pulse preceding this octet
was negative, then the eight zeros of the octet are encoded as 000—+0+—.

This technique forces two code violations (signal patterns not allowed in AMI)
of the AMI code, an event unlikely to be caused by noise or other transmission
impairment. The receiver recognizes the pattern and interprets the octet as consist-
ing of all zeros.

A coding scheme that is commonly used in Europe and Japan is known as the
high-density bipolar-3 zeros (HDB3) code (Table 5.4). As before, it is based on the
use of AMI encoding. In this case, the scheme replaces strings of four zeros with
sequences containing one or two pulses. In each case, the fourth zero is replaced
with a code violation. In addition, a rule is needed to ensure that successive viola-
tions are of alternate polarity so that no dc component is introduced. Thus, if the last
violation was positive, this violation must be negative and vice versa. Table 5.4
shows that this condition is tested for by determining (1) whether the number of
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Table 5.4 HDB3 Substitution Rules

Number of Bipolar Pulses (ones) since Last Substitution

Polarity of Preceding Pulse Odd Even
- 000— = OO ¢
o 000+ -00—

pulses since the last violation is even or odd and (2) the polarity of the last pulse
before the occurrence of the four zeros.

Figure 5.3 shows the spectral properties of these two codes. As can be seen,
neither has a dc component. Most of the energy is concentrated in a relatively sharp
spectrum around a frequency equal to one-half the data rate. Thus, these codes are
well suited to high data rate transmission.

5.2 DIGITAL DATA,ANALOG SIGNALS

We turn now to the case of transmitting digital data using analog signals. The most
familiar use of this transformation is for transmitting digital data through the public
telephone network. The telephone network was designed to receive, switch, and
transmit analog signals in the voice-frequency range of about 300 to 3400 Hz. It is
not at present suitable for handling digital signals from the subscriber locations
(although this is beginning to change). Thus digital devices are attached to the net-
work via a modem (modulator-demodulator), which converts digital data to analog
signals, and vice versa.

For the telephone network, modems are used that produce signals in the
voice-frequency range. The same basic techniques are used for modems that pro-
duce signals at higher frequencies (e.g., microwave). This section introduces these
techniques and provides a brief discussion of the performance characteristics of the
alternative approaches.

We mentioned that modulation involves operation on one or more of the
three characteristics of a carrier signal: amplitude, frequency, and phase. Accord-
ingly, there are three basic encoding or modulation techniques for transforming dig-
ital data into analog signals, as illustrated in Figure 5.7: amplitude shift keying
(ASK), frequency shift keying (FSK), and phase shift keying (PSK). In all these
cases, the resulting signal occupies a bandwidth centered on the carrier frequency.

Amplitude Shift Keying

In ASK, the two binary values are represented by two different amplitudes of the car-
rier frequency. Commonly, one of the amplitudes is zero; that is, one binary digit is rep-
resented by the presence, at constant amplitude, of the carrier, the other by the
absence of the carrier (Figure 5.7a). The resulting transmitted signal for one bit time is

Acos(2mf.t) binary 1

2
0 binary 0 (52)

ASK s(t) = {
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(b) BFSK

(c) BPSK

Figure 5.7 Modulation of Analog Signals for Digital Data

where the carrier signal is A cos(2wf.t). ASK is susceptible to sudden gain changes
and is a rather inefficient modulation technique. On voice-grade lines, it is typically
used only up to 1200 bps.

The ASK technique is used to transmit digital data over optical fiber. For LED
(light-emitting diode) transmitters, Equation (5.2) is valid. That is, one signal ele-
ment is represented by a light pulse while the other signal element is represented by
the absence of light. Laser transmitters normally have a fixed “bias” current that
causes the device to emit a low light level. This low level represents one signal ele-
ment, while a higher-amplitude lightwave represents another signal element.

Frequency Shift Keying

The most common form of FSK is binary FSK (BFSK), in which the two binary val-
ues are represented by two different frequencies near the carrier frequency (Figure
5.7b). The resulting transmitted signal for one bit time is

A cos(2mfit)  binary 1

5.3
Acos(2mf>t)  binary 0 (53)

BFSK  s(1) = {

where fi and f, are typically offset from the carrier frequency f, by equal but oppo-
site amounts.
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Signal strength
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direction opposite direction
| | | |
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Figure 5.8 Full-Duplex FSK Transmission on a Voice-Grade Line

Figure 5.8 shows an example of the use of BFSK for full-duplex operation over
a voice-grade line. The figure is a specification for the Bell System 108 series
modems. Recall that a voice-grade line will pass frequencies in the approximate
range 300 to 3400 Hz and that full duplex means that signals are transmitted in both
directions at the same time. To achieve full-duplex transmission, this bandwidth is
split. In one direction (transmit or receive), the frequencies used to represent 1 and
0 are centered on 1170 Hz, with a shift of 100 Hz on either side. The effect of alter-
nating between those two frequencies is to produce a signal whose spectrum is indi-
cated as the shaded area on the left in Figure 5.8. Similarly, for the other direction
(receive or transmit) the modem uses frequencies shifted 100 Hz to each side of a
center frequency of 2125 Hz. This signal is indicated by the shaded area on the right
in Figure 5.8. Note that there is little overlap and thus little interference.

BFSK is less susceptible to error than ASK. On voice-grade lines, it is typically
used up to 1200 bps. It is also commonly used for high-frequency (3 to 30 MHz)
radio transmission. It can also be used at even higher frequencies on local area
networks that use coaxial cable.

A signal that is more bandwidth efficient, but also more susceptible to error, is
multiple FSK (MFSK), in which more than two frequencies are used. In this case
each signaling element represents more than one bit. The transmitted MFSK signal
for one signal element time can be defined as follows:

MFSK s;(t) = Acos2wfi, l=i=M 54)
where

fi=fe+ @i—1-M)f,

f. = the carrier frequency

fu = the difference frequency

M = number of different signal elements = 2

L = number of bits per signal element

To match the data rate of the input bit stream, each output signal element is
held for a period of T, = LT seconds, where T is the bit period (data rate = 1/T).
Thus, one signal element, which is a constant-frequency tone, encodes L bits. The
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Frequency

total bandwidth required is 2M f,;. It can be shown that the minimum frequency sep-
aration required is 2f; = 1/T;. Therefore, the modulator requires a bandwidth of
Wd = 2Mfd = M/Ts

EXAMPLE 5.1 With f. = 250 kHz, f; = 25 kHz,and M = 8 (L = 3 bits), we
have the following frequency assignments for each of the eight possible 3-bit
data combinations:

fi = 75kHz 000 f» = 125kHz 001

f; = 175kHz 010 fa = 225kHz 011

fs = 275kHz 100 fe = 325kHz 101

f; =375kHz 110 fe = 425kHz 111

This scheme can support a data rate of 1/7° = 2Lf, = 150 kbps.

EXAMPLE 5.2 Figure 5.9 shows an example of MFSK with M = 4. An input bit
stream of 20 bits is encoded 2 bits at a time, with each of the four possible 2-bit
combinations transmitted as a different frequency. The display in the figure shows
the frequency transmitted (y-axis) as a function of time (x-axis). Each column rep-
resents a time unit 7 in which a single 2-bit signal element is transmitted. The
shaded rectangle in the column indicates the frequency transmitted during that
time unit.

Phase Shift Keying
In PSK, the phase of the carrier signal is shifted to represent data.

Two-Level PSK The simplest scheme uses two phases to represent the two
binary digits (Figure 5.7c) and is known as binary phase shift keying. The resulting
transmitted signal for one bit time is

A cos(2mf.t) { A cos(2mf,t)  binary 1

BPSK s(t) = {Acos(Zcht + ) -4 cos(2wf) binary 0

Because a phase shift of 180° () is equivalent to flipping the sine wave or
multiplying it by —1, the rightmost expressions in Equation (5.5) can be used. This

(5.5)

Data
P 01 11 00 11 11 01 10 00 00 11
¢t d= ___ L____|\___ ‘- A 5
§2t§2: ___________________________________________________ _chd
F Y I e R S H R S A AN A A R

Figure 5.9 MFSK Frequency Use (M = 4)
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Figure 5.10 Differential Phase-Shift Keying (DPSK)

leads to a convenient formulation. If we have a bit stream, and we define d(¢) as the
discrete function that takes on the value of +1 for one bit time if the corresponding
bit in the bit stream is 1 and the value of —1 for one bit time if the corresponding bit
in the bit stream is 0, then we can define the transmitted signal as

BPSK sq(t) = Ad(t)cos(2mf.t) (5.6)

An alternative form of two-level PSK is differential PSK (DPSK). Figure 5.10
shows an example. In this scheme, a binary 0 is represented by sending a signal burst
of the same phase as the previous signal burst sent. A binary 1 is represented by send-
ing a signal burst of opposite phase to the preceding one. This term differential refers
to the fact that the phase shift is with reference to the previous bit transmitted rather
than to some constant reference signal. In differential encoding, the information to
be transmitted is represented in terms of the changes between successive data sym-
bols rather than the signal elements themselves. DPSK avoids the requirement for an
accurate local oscillator phase at the receiver that is matched with the transmitter. As
long as the preceding phase is received correctly, the phase reference is accurate.

Four-Level PSK More efficient use of bandwidth can be achieved if each signal-
ing element represents more than one bit. For example, instead of a phase shift of
180°, as allowed in BPSK, a common encoding technique, known as quadrature
phase shift keying (QPSK), uses phase shifts separated by multiples of 7/2 (90°).

)
A cos(wact + Z) 11

A cos<277fct + 3:-) 01
QPSK  s(1) = ¢ 5 (5.7)
A cos<27'r £t — Z) 00

A cos(wact - ”) 10
\ 4

Thus each signal element represents two bits rather than one.
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Figure 5.11 QPSK and OQPSK Modulators

Figure 5.11 shows the QPSK modulation scheme in general terms. The input
is a stream of binary digits with a data rate of R = 1/T}, where T}, is the width of
each bit. This stream is converted into two separate bit streams of R/2 bps each, by
taking alternate bits for the two streams. The two data streams are referred to as
the I (in-phase) and Q (quadrature phase) streams. In the diagram, the upper
stream is modulated on a carrier of frequency f. by multiplying the bit stream by
the carrier. For convenience of modulator structure we map binary 1 to \V/1/2 and
binary 0 to V1. Thus, a binary 1 is represented by a scaled version of the carrier
wave and a binary 0 is represented by a scaled version of the negative of the carrier
wave, both at a constant amplitude. This same carrier wave is shifted by 90° and
used for modulation of the lower binary stream. The two modulated signals are
then added together and transmitted. The transmitted signal can be expressed as
follows:

QPSK s(t) = LI(t) cos 2mft — LQ(t) sin 27 f.t

V2 V2

Figure 5.12 shows an example of QPSK coding. Each of the two modulated
streams is a BPSK signal at half the data rate of the original bit stream. Thus, the
combined signals have a symbol rate that is half the input bit rate. Note that from
one symbol time to the next, a phase change of as much as 180° () is possible.

Figure 5.11 also shows a variation of QPSK known as offset QPSK (OQPSK),
or orthogonal QPSK. The difference is that a delay of one bit time is introduced in
the Q stream, resulting in the following signal:

s(t) = LI(t) cos 2mft — LQ(t — Tp) sin 27 ft

V2 V2

Because OQPSK differs from QPSK only by the delay in the Q stream, its
spectral characteristics and bit error performance are the same as that of QPSK.
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Figure 5.12 Example of QPSK and OQPSK Waveforms

From Figure 5.12, we can observe that only one of two bits in the pair can change
sign at any time and thus the phase change in the combined signal never exceeds 90°
(7/2). This can be an advantage because physical limitations on phase modulators
make large phase shifts at high transition rates difficult to perform. OQPSK also
provides superior performance when the transmission channel (including transmit-
ter and receiver) has significant nonlinear components. The effect of nonlinearities
is a spreading of the signal bandwidth, which may result in adjacent channel inter-
ference. It is easier to control this spreading if the phase changes are smaller, hence
the advantage of OQPSK over QPSK.

Multilevel PSK The use of multiple levels can be extended beyond taking bits
two at a time. It is possible to transmit bits three at a time using eight different phase
angles. Further, each angle can have more than one amplitude. For example, a stan-
dard 9600 bps modem uses 12 phase angles, four of which have two amplitude val-
ues, for a total of 16 different signal elements.

This latter example points out very well the difference between the data rate R
(in bps) and the modulation rate D (in baud) of a signal. Let us assume that this
scheme is being employed with digital input in which each bit is represented by a
constant voltage pulse, one level for binary one and one level for binary zero. The
data rate is R = 1/T,. However, the encoded signal contains L = 4 bits in each sig-
nal element using M = 16 different combinations of amplitude and phase. The
modulation rate can be seen to be R/4, because each change of signal element com-
municates four bits. Thus the line signaling speed is 2400 baud, but the data rate is
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9600 bps. This is the reason that higher bit rates can be achieved over voice-grade
lines by employing more complex modulation schemes.

Performance

In looking at the performance of various digital-to-analog modulation schemes, the
first parameter of interest is the bandwidth of the modulated signal. This depends on
a variety of factors, including the definition of bandwidth used and the filtering tech-
nique used to create the bandpass signal. We will use some straightforward results
from [COUCO1].

The transmission bandwidth By for ASK is of the form

ASK By = (1 +r)R (5.8)

where R is the bit rate and r is related to the technique by which the signal is filtered
to establish a bandwidth for transmission; typically 0 < r < 1. Thus the bandwidth
is directly related to the bit rate. The preceding formula is also valid for PSK and,
under certain assumptions, FSK.

With multilevel PSK (MPSK), significant improvements in bandwidth can be
achieved. In general,

1+r 1+r
MPSK Br = 2 R = log, M R (5.10)

where L is the number of bits encoded per signal element and M is the number of
different signal elements.
For multilevel FSK (MFSK), we have

1+ r)M)R

5.11
logo M (5.11)

MFSK By = (

Table 5.5 shows the ratio of data rate, R, to transmission bandwidth for vari-
ous schemes. This ratio is also referred to as the bandwidth efficiency. As the name
suggests, this parameter measures the efficiency with which bandwidth can be
used to transmit data. The advantage of multilevel signaling methods now
becomes clear.

Of course, the preceding discussion refers to the spectrum of the input signal
to a communications line. Nothing has yet been said of performance in the presence
of noise. Figure 5.4 summarizes some results based on reasonable assumptions
concerning the transmission system [COUCO1]. Here bit error rate is plotted as a
function of the ratio E,/N, defined in Chapter 3. Of course, as that ratio increases,
the bit error rate drops. Further, DPSK and BPSK are about 3 dB superior to ASK
and BFSK.

Figure 5.13 shows the same information for various levels of M for MFSK and
MPSK. There is an important difference. For MFSK, the error probability for a
given value E;/N, of decreases as M increases, while the opposite is true for MPSK.
On the other hand, comparing Equations (5.10) and (5.11), the bandwidth efficiency
of MFSK decreases as M increases, while the opposite is true of MPSK. Thus, in both
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Table 5.5 Bandwidth Efficiency (R/B7) for Various Digital-to-Analog Encoding Schemes

r=20 r =05 r=1
ASK 1.0 0.67 0.5
FSK 0.5 0.33 0.25
Multilevel FSK
M=4L=2 0.5 0.33 0.25
M=8L=3 0.375 0.25 0.1875
M =16,L =4 0.25 0.167 0.125
M=32,L=5 0.156 0.104 0.078
PSK 1.0 0.67 0.5
Multilevel PSK
M=4L=2 2.00 1.33 1.00
M=8L=3 3.00 2.00 1.50
M =16,L =4 4.00 2.67 2.00
M=32,L=5 5.00 3.33 2.50

cases, there is a tradeoff between bandwidth efficiency and error performance: An
increase in bandwidth efficiency results in an increase in error probability. The fact
that these tradeoffs move in opposite directions with respect to the number of levels
M for MFSK and MPSK can be derived from the underlying equations. A discussion
of the reasons for this difference is beyond the scope of this book. See [SKLAO1] for
a full treatment.
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EXAMPLE 5.3 What is the bandwidth efficiency for FSK, ASK, PSK, and
QPSK for a bit error rate of 10”7 on a channel with an SNR of 12 dB?
Using Equation (3.2), we have

%) (&)
b)) —12dB - [
(No dB Br/aB

For FSK and ASK, from Figure 5.4,

E
<b> =142 dB
NO dB
R
( = —22dB
BT dB
R
= =06
Br

For PSK, from Figure 5.4,

R

— = 1.2
Br
The result for QPSK must take into account that the baud rate D = R/2.
Thus
R
— =24
Br

As the preceding example shows, ASK and FSK exhibit the same bandwidth
efficiency, PSK is better, and even greater improvement can be achieved with multi-
level signaling.

It is worthwhile to compare these bandwidth requirements with those for dig-
ital signaling. A good approximation is

Br =05(1 +r)D
where D is the modulation rate. For NRZ, D = R, and we have

R 2
BT 1+r

Thus digital signaling is in the same ballpark, in terms of bandwidth efficiency, as
ASK, FSK, and PSK. A significant advantage for analog signaling is seen with multi-
level techniques.



5.2 / DIGITAL DATA, ANALOG SIGNALS 161

Quadrature Amplitude Modulation

Quadrature amplitude modulation (QAM) is a popular analog signaling technique
that is used in the asymmetric digital subscriber line (ADSL), described in Chapter 8,
and in some wireless standards. This modulation technique is a combination of ASK
and PSK. QAM can also be considered a logical extension of QPSK. QAM takes
advantage of the fact that it is possible to send two different signals simultaneously
on the same carrier frequency, by using two copies of the carrier frequency, one
shifted by 90° with respect to the other. For QAM, each carrier is ASK modu-
lated. The two independent signals are simultaneously transmitted over the same
medium. At the receiver, the two signals are demodulated and the results combined
to produce the original binary input.

Figure 5.14 shows the QAM modulation scheme in general terms. The input is a
stream of binary digits arriving at a rate of R bps. This stream is converted into two
separate bit streams of R/2 bps each, by taking alternate bits for the two streams. In
the diagram, the upper stream is ASK modulated on a carrier of frequency f, by mul-
tiplying the bit stream by the carrier. Thus, a binary zero is represented by the absence
of the carrier wave and a binary one is represented by the presence of the carrier wave
at a constant amplitude. This same carrier wave is shifted by 90° and used for ASK
modulation of the lower binary stream. The two modulated signals are then added
together and transmitted. The transmitted signal can be expressed as follows:

QAM s(t) = di(t)cos 2mf.t + dy(t)sin 27 f.t

If two-level ASK is used, then each of the two streams can be in one of two states
and the combined stream can be in one of 4 = 2 X 2 states. This is essentially QPSK.
If four-level ASK is used (i.e., four different amplitude levels), then the combined
stream can be in one of 16 = 4 X 4 states. Systems using 64 and even 256 states have
been implemented. The greater the number of states, the higher the data rate that is
possible within a given bandwidth. Of course, as discussed previously, the greater the
number of states, the higher the potential error rate due to noise and attenuation.

di(®)

R/2 bps ®

cos 27f t
Carrier

Binary oscillator @ + QAM

input 2-bit < : signal out
———> serial-to-parallel 3,

d(®) converter s
R bps Phase (" ) +
shift  \_ "

sin 27f ¢

Figure 5.14 QAM Modulator
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5.3 ANALOG DATA, DIGITAL SIGNALS

In this section we examine the process of transforming analog data into digital sig-
nals. Strictly speaking, it might be more correct to refer to this as a process of con-
verting analog data into digital data; this process is known as digitization. Once
analog data have been converted into digital data, a number of things can happen.
The three most common are as follows:

1. The digital data can be transmitted using NRZ-L. In this case, we have in fact
gone directly from analog data to a digital signal.

2. The digital data can be encoded as a digital signal using a code other than
NRZ-L.Thus an extra step is required.

3. The digital data can be converted into an analog signal, using one of the mod-
ulation techniques discussed in Section 5.2.

This last, seemingly curious, procedure is illustrated in Figure 5.15, which
shows voice data that are digitized and then converted to an analog ASK signal.
This allows digital transmission in the sense defined in Chapter 3. The voice data,
because they have been digitized, can be treated as digital data, even though trans-
mission requirements (e.g., use of microwave) dictate that an analog signal be
used.

The device used for converting analog data into digital form for transmission,
and subsequently recovering the original analog data from the digital, is known as a
codec (coder-decoder). In this section we examine the two principal techniques used
in codecs, pulse code modulation and delta modulation. The section closes with a
discussion of comparative performance.

Pulse Code Modulation

Pulse code modulation (PCM) is based on the sampling theorem:

SAMPLING THEOREM: If a signal f(7) is sampled at regular intervals of time
and at a rate higher than twice the highest signal frequency, then the samples con-
tain all the information of the original signal. The function f(f) may be recon-
structed from these samples by the use of a lowpass filter.

/v\j\,\ —> | Digitizer || —> —>|Modulator | |—> l\ A f\ A A

Analog data Digital data Analog signal
(voice) (ASK)

Figure 5.15 Digitizing Analog Data
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Figure 5.16 Pulse Code Modulation Example

For the interested reader, a proof is provided in Appendix F. If voice data are
limited to frequencies below 4000 Hz, a conservative procedure for intelligibility,
8000 samples per second would be sufficient to characterize the voice signal com-
pletely. Note, however, that these are analog samples, called pulse amplitude
modulation (PAM) samples. To convert to digital, each of these analog samples
must be assigned a binary code.

Figure 5.16 shows an example in which the original signal is assumed to be
bandlimited with a bandwidth of B. PAM samples are taken at a rate of 2B, or
once every T, = 1/2B seconds. Each PAM sample is approximated by being
quantized into one of 16 different levels. Each sample can then be represented by
4 bits. But because the quantized values are only approximations, it is impossible
to recover the original signal exactly. By using an 8-bit sample, which allows
256 quantizing levels, the quality of the recovered voice signal is comparable with
that achieved via analog transmission. Note that this implies that a data rate of
8000 samples per second X 8 bits per sample = 64 kbps is needed for a single
voice signal.

Thus, PCM starts with a continuous-time, continuous-amplitude (analog)
signal, from which a digital signal is produced (Figure 5.17). The digital signal
consists of blocks of n bits, where each n-bit number is the amplitude of a PCM
pulse. On reception, the process is reversed to reproduce the analog signal.
Notice, however, that this process violates the terms of the sampling theorem. By
quantizing the PAM pulse, the original signal is now only approximated and can-
not be recovered exactly. This effect is known as quantizing error or quantizing
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—_— — Quantizer Encoder |f——>
) . sampler ) . . ) . )
Continuous-time, Discrete-time Discrete-time Digital bit
continuous-amplitude continuous-amplitude discrete-amplitude stream output
(analog) input signal signal (PAM pulses) signal (PCM pulses) signal

Figure 5.17 PCM Block Diagram

noise. The signal-to-noise ratio for quantizing noise can be expressed as
[GIBS93]

SNRgg = 20log2" + 1.76 dB = 6.02n + 1.76 dB

Thus each additional bit used for quantizing increases SNR by about 6 dB, which is
a factor of 4.

Typically, the PCM scheme is refined using a technique known as nonlinear
encoding, which means, in effect, that the quantization levels are not equally
spaced. The problem with equal spacing is that the mean absolute error for each
sample is the same, regardless of signal level. Consequently, lower amplitude values
are relatively more distorted. By using a greater number of quantizing steps for sig-
nals of low amplitude, and a smaller number of quantizing steps for signals of large
amplitude, a marked reduction in overall signal distortion is achieved (e.g., see
Figure 5.18).

The same effect can be achieved by using uniform quantizing but compand-
ing (compressing-expanding) the input analog signal. Companding is a process
that compresses the intensity range of a signal by imparting more gain to weak sig-
nals than to strong signals on input. At output, the reverse operation is performed.
Figure 5.19 shows typical companding functions. Note that the effect on the input
side is to compress the sample so that the higher values are reduced with respect
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(a) Without nonlinear encoding (b) With nonlinear encoding

Figure 5.18 Effect of Nonlinear Coding
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Input signal magnitude

Figure 5.19 Typical Companding Functions

to the lower values. Thus, with a fixed number of quantizing levels, more levels are
available for lower-level signals. On the output side, the compander expands the
samples so the compressed values are restored to their original values.

Nonlinear encoding can significantly improve the PCM SNR ratio. For voice
signals, improvements of 24 to 30 dB have been achieved.

Delta Modulation (DM)

A variety of techniques have been used to improve the performance of PCM or to
reduce its complexity. One of the most popular alternatives to PCM is delta modu-
lation (DM).

With delta modulation, an analog input is approximated by a staircase function
that moves up or down by one quantization level (8) at each sampling interval (7).
An example is shown in Figure 5.20, where the staircase function is overlaid on the
original analog waveform. The important characteristic of this staircase function is
that its behavior is binary: At each sampling time, the function moves up or down a
constant amount 8. Thus, the output of the delta modulation process can be repre-
sented as a single binary digit for each sample. In essence, a bit stream is produced by
approximating the derivative of an analog signal rather than its amplitude: A 1 is gen-
erated if the staircase function is to go up during the next interval; a 0 is generated
otherwise.
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Figure 5.20 Example of Delta Modulation

The transition (up or down) that occurs at each sampling interval is chosen so
that the staircase function tracks the original analog waveform as closely as possible.
Figure 5.21 illustrates the logic of the process, which is essentially a feedback mech-
anism. For transmission, the following occurs: At each sampling time, the analog
input is compared to the most recent value of the approximating staircase function.
If the value of the sampled waveform exceeds that of the staircase function, a 1 is
generated; otherwise, a 0 is generated. Thus, the staircase is always changed in the
direction of the input signal. The output of the DM process is therefore a binary
sequence that can be used at the receiver to reconstruct the staircase function. The
staircase function can then be smoothed by some type of integration process or by
passing it through a lowpass filter to produce an analog approximation of the analog
input signal.

There are two important parameters in a DM scheme: the size of the step
assigned to each binary digit, 6, and the sampling rate. As Figure 5.20 illustrates, 6
must be chosen to produce a balance between two types of errors or noise. When the
analog waveform is changing very slowly, there will be quantizing noise. This noise
increases as 6 is increased. On the other hand, when the analog waveform is chang-
ing more rapidly than the staircase can follow, there is slope overload noise. This
noise increases as 6 is decreased.

It should be clear that the accuracy of the scheme can be improved by
increasing the sampling rate. However, this increases the data rate of the output
signal.
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Figure 5.21 Delta Modulation

The principal advantage of DM over PCM is the simplicity of its implementa-
tion. In general, PCM exhibits better SNR characteristics at the same data rate.

Performance

Good voice reproduction via PCM can be achieved with 128 quantization levels, or
7-bit coding (27 = 128). A voice signal, conservatively, occupies a bandwidth of
4 kHz. Thus, according to the sampling theorem, samples should be taken at a rate of
8000 samples per second. This implies a data rate of 8000 X 7 = 56 kbps for the
PCM-encoded digital data.

Consider what this means from the point of view of bandwidth requirement.
An analog voice signal occupies 4 kHz. Using PCM this 4-kHz analog signal can
be converted into a 56-kbps digital signal. But using the Nyquist criterion from
Chapter 3, this digital signal could require on the order of 28 kHz of bandwidth.
Even more severe differences are seen with higher bandwidth signals. For example,
a common PCM scheme for color television uses 10-bit codes, which works out to
92 Mbps for a 4.6-MHz bandwidth signal. In spite of these numbers, digital tech-
niques continue to grow in popularity for transmitting analog data. The principal
reasons for this are as follows:
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¢ Because repeaters are used instead of amplifiers, there is no cumulative noise.

* As we shall see, time division multiplexing (TDM) is used for digital signals
instead of the frequency division multiplexing (FDM) used for analog signals.
With TDM, there is no intermodulation noise, whereas we have seen that this
is a concern for FDM.

¢ The conversion to digital signaling allows the use of the more efficient digital
switching techniques.

Furthermore, techniques have been developed to provide more efficient
codes. In the case of voice, a reasonable goal appears to be in the neighborhood of
4 kbps. With video, advantage can be taken of the fact that from frame to frame,
most picture elements will not change. Interframe coding techniques should allow
the video requirement to be reduced to about 15 Mbps, and for slowly changing
scenes, such as found in a video teleconference, down to 64 kbps or less.

As a final point, we mention that in many instances, the use of a telecommuni-
cations system will result in both digital-to-analog and analog-to-digital processing.
The overwhelming majority of local terminations into the telecommunications
network is analog, and the network itself uses a mixture of analog and digital
techniques. Thus digital data at a user’s terminal may be converted to analog by a
modem, subsequently digitized by a codec, and perhaps suffer repeated conversions
before reaching its destination.

Thus, telecommunication facilities handle analog signals that represent both
voice and digital data. The characteristics of the waveforms are quite different.
Whereas voice signals tend to be skewed to the lower portion of the bandwidth
(Figure 3.9), analog encoding of digital signals has a more uniform spectral content
over the bandwidth and therefore contains more high-frequency components.
Studies have shown that, because of the presence of these higher frequencies,
PCM-related techniques are preferable to DM-related techniques for digitizing
analog signals that represent digital data.

5.4 ANALOG DATA, ANALOG SIGNALS

Modulation has been defined as the process of combining an input signal m(t) and a
carrier at frequency f,. to produce a signal s(¢) whose bandwidth is (usually) cen-
tered on f,. For digital data, the motivation for modulation should be clear: When
only analog transmission facilities are available, modulation is required to convert
the digital data to analog form. The motivation when the data are already analog is
less clear. After all, voice signals are transmitted over telephone lines at their origi-
nal spectrum (referred to as baseband transmission). There are two principal rea-
sons for analog modulation of analog signals:

¢ A higher frequency may be needed for effective transmission. For unguided
transmission, it is virtually impossible to transmit baseband signals; the
required antennas would be many kilometers in diameter.

e Modulation permits frequency division multiplexing, an important technique
explored in Chapter 8.
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In this section we look at the principal techniques for modulation using analog
data: amplitude modulation (AM), frequency modulation (FM), and phase modulation
(PM). As before, the three basic characteristics of a signal are used for modulation.

Amplitude Modulation

Amplitude modulation (AM) is the simplest form of modulation and is depicted in
Figure 5.22. Mathematically, the process can be expressed as

AM s(t) = [1 + nux(t)]cos 27 f.t (5.12)

where cos 27 f.t is the carrier and x(7) is the input signal (carrying data), both nor-
malized to unity amplitude. The parameter n,, known as the modulation index, is
the ratio of the amplitude of the input signal to the carrier. Corresponding to our
previous notation, the input signal is m(t) = n,x(t). The “1” in the Equation (5.12)
is a dc component that prevents loss of information, as explained subsequently. This
scheme is also known as double sideband transmitted carrier (DSBTC).

EXAMPLE 5.4 Derive an expression for s(¢) if x(¢) is the amplitude-modulat-
ing signal cos 27 f,,t. We have

s(t) = [1 + n,cos 2af,,t]cos 2 f.t
By trigonometric identity, this may be expanded to
na

s(t) = cos 2mf.t + — cos 27 (f, — fu)t + %cos 27 (fe + [t

The resulting signal has a component at the original carrier frequency plus a
pair of components each spaced f,, hertz from the carrier.

From Equation (5.12) and Figure 5.22, it can be seen that AM involves the mul-
tiplication of the input signal by the carrier. The envelope of the resulting signal is
[1 + n,x(t)] and, as long as n, < 1, the envelope is an exact reproduction of the
original signal. If n, > 1, the envelope will cross the time axis and information is lost.

It is instructive to look at the spectrum of the AM signal. An example is shown
in Figure 5.23. The spectrum consists of the original carrier plus the spectrum of the
input signal translated to f,. The portion of the spectrum for |f| > |f.| is the upper
sideband, and the portion of the spectrum for |f| < |f.| is lower sideband. Both the
upper and lower sidebands are replicas of the original spectrum M(f), with the
lower sideband being frequency reversed. As an example, consider a voice signal
with a bandwidth that extends from 300 to 3000 Hz being modulated on a 60-kHz
carrier. The resulting signal contains an upper sideband of 60.3 to 63 kHz, a lower
sideband of 57 to 59.7 kHz, and the 60-kHz carrier. An important relationship is

P-P(l—i—ng)
t — tc 2
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where P, is the total transmitted power in s(z) and P, is the transmitted power in the
carrier. We would like n, as large as possible so that most of the signal power is used
to carry information. However, n, must remain below 1.

It should be clear that s(¢) contains unnecessary components, because each of
the sidebands contains the complete spectrum of m(t). A popular variant of AM,
known as single sideband (SSB), takes advantage of this fact by sending only one of
the sidebands, eliminating the other sideband and the carrier. The principal advan-
tages of this approach are as follows:

e Only half the bandwidth is required, that is, By = B, where B is the bandwidth
of the original signal. For DSBTC, By = 2B.

e Less power is required because no power is used to transmit the carrier or the
other sideband. Another variant is double sideband suppressed carrier
(DSBSC), which filters out the carrier frequency and sends both sidebands.
This saves some power but uses as much bandwidth as DSBTC.

The disadvantage of suppressing the carrier is that the carrier can be used for
synchronization purposes. For example, suppose that the original analog signal is an
ASK waveform encoding digital data. The receiver needs to know the starting point
of each bit time to interpret the data correctly. A constant carrier provides a clock-
ing mechanism by which to time the arrival of bits. A compromise approach is vesti-
gial sideband (VSB), which uses one sideband and a reduced-power carrier.

Angle Modulation

Frequency modulation (FM) and phase modulation (PM) are special cases of angle
modulation. The modulated signal is expressed as

Angle Modulation s(t) = A.cos[2mft + ¢(1)] (5.13)
For phase modulation, the phase is proportional to the modulating signal:
PM (1) = npm(t) (5.14)

where n,, is the phase modulation index.
For frequency modulation, the derivative of the phase is proportional to the
modulating signal:

FM ¢'(t) = npm(t) (5.15)

where n; is the frequency modulation index and ¢'(¢) is the derivative of ¢(t).

For those who wish a more detailed mathematical explanation of the preced-
ing, consider the following. The phase of s(¢) at any instant is just 27 f.t + ¢(¢). The
instantaneous phase deviation from the carrier signal is ¢(¢). In PM, this instanta-
neous phase deviation is proportional to m(t). Because frequency can be defined as
the rate of change of phase of a signal, the instantaneous frequency of s(¢) is

2mfie) = S omfa + (1)

7(0) = £+ 5-d'(0)
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and the instantaneous frequency deviation from the carrier frequency is ¢’(¢),
which in FM is proportional to m().

Figure 5.24 illustrates amplitude, phase, and frequency modulation by a sine
wave. The shapes of the FM and PM signals are very similar. Indeed, it is impossible
to tell them apart without knowledge of the modulation function.

Several observations about the FM process are in order. The peak deviation
AF can be seen to be

1
AF = %anm Hz

where A,, is the maximum value of m(f). Thus an increase in the magnitude of m(¢)
will increase AF, which, intuitively, should increase the transmitted bandwidth By.
However, as should be apparent from Figure 5.24, this will not increase the average
power level of the FM signal, which is A2/2. This is distinctly different from AM,
where the level of modulation affects the power in the AM signal but does not affect
its bandwidth.

EXAMPLE 5.5 Derive an expression for s(¢) if ¢(t) is the phase-modulating sig-
nal n,, cos 27 f,t. Assume that A. = 1. This can be seen directly to be

s(t) = cos[2@ft + n,cos 2f,t]

The instantaneous phase deviation from the carrier signal is n, cos 2 f,t. The
phase angle of the signal varies from its unmodulated value in a simple sinusoidal
fashion, with the peak phase deviation equal to n,,.

The preceding expression can be expanded using Bessel’s trigonometric
identities:

s(t) = i Ju(np) cos(27rfct + 2mnf,t + n;)

where J,(n,,) is the nth-order Bessel function of the first kind. Using the property
Jon(x) = (=1)"Ju(x)
this can be rewritten as

(o]

NQZM%N%%ﬁ+EMw*m@ﬂﬂ+Mm+€v
n=1

+m{mm—MW+mzmﬂ}

The resulting signal has a component at the original carrier frequency plus a set
of sidebands displaced from f. by all possible multiples of f,,. For n, << 1, the
higher-order terms fall off rapidly.
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EXAMPLE 5.6 Derive an expression for s(z) if ¢'(¢) is the frequency modulating
signal —n; sin 27 f,,t. The form of ¢’(¢) was chosen for convenience. We have

! cos 27 f,t

o(t) = —/nf sin 27 f,,t dt = 2t

Thus

_ "y
s(t) = COS|:27TfCZ 4 2nf

m

cos 2 f,t }

AF
cos{%’fct + ——cos 27Tfml‘:|

m

The instantaneous frequency deviation from the carrier signal is
—ny sin 2w f,,t. The frequency of the signal varies from its unmodulated value in a
simple sinusoidal fashion, with the peak frequency deviation equal to ny radians/
second.

The equation for the FM signal has the identical form as for the PM signal,
with AF/f,, substituted for n,. Thus the Bessel expansion is the same.

As with AM, both FM and PM result in a signal whose bandwidth is cen-
tered at f.. However, we can now see that the magnitude of that bandwidth is
very different. Amplitude modulation is a linear process and produces fre-
quencies that are the sum and difference of the carrier signal and the compo-
nents of the modulating signal. Hence, for AM,

By = 2B

However, angle modulation includes a term of the form cos(¢(t)), which is non-
linear and will produce a wide range of frequencies. In essence, for a modulating
sinusoid of frequency f,,, s(f) will contain components at f,. + f,,, f. + 2f,.,
and so on. In the most general case, infinite bandwidth is required to transmit an
FM or PM signal. As a practical matter, a very good rule of thumb, known as
Carson’s rule [COUCO01],is

By =2(B + 1)B

where
nyA,, for PM
_JAF ngA
B=12E 2 i FM
B 27B

We can rewrite the formula for FM as
Br = 2AF + 2B (5.16)
Thus both FM and PM require greater bandwidth than AM.
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5.5 RECOMMENDED READING

It is difficult, for some reason, to find solid treatments of digital-to-digital encoding schemes.
Useful accounts include [SKLAO1] and [BERGY6].

There are many good references on analog modulation schemes for digital data. Good
choices are [COUCO01], [XIONO0], and [PROAOS5]; these three also provide comprehensive
treatment of digital and analog modulation schemes for analog data.

An instructive treatment of the concepts of bit rate, baud, and bandwidth is [FREE98].
A recommended tutorial that expands on the concepts treated in the past few chapters
relating to bandwidth efficiency and encoding schemes is [SKLA93].
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5.6 KEY TERMS, REVIEW QUESTIONS, AND PROBLEMS

Key Terms

alternate mark inversion differential encoding nonreturn to zero-level

bipolar with 8-zeros
substitution (B8ZS)

bit error rate (BER)

carrier frequency

delta modulation (DM)

modulation rate

multilevel binary

nonreturn to zero (NRZ)

nonreturn to zero, inverted
(NRZI)

(AMI) differential Manchester (NRZ-L)
amplitude modulation (AM) differential PSK (DPSK) phase modulation (PM)
amplitude shift keying frequency modulation (FM) phase shift keying (PSK)
(ASK) frequency shift keying polar
angle modulation (FSK) pseudoternary
bandwidth efficiency high-density bipolar-3 zeros pulse amplitude modulation
baseband signal (HDB3) (PAM)
biphase Manchester pulse code modulation
bipolar-AMI modulation (PCM)

quadrature amplitude modu-
lation (QAM)

quadrature PSK (QPSK)

scrambling

unipolar
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Review Questions

5.1. List and briefly define important factors that can be used in evaluating or comparing
the various digital-to-digital encoding techniques.

5.2.  What is differential encoding?

5.3.  Explain the difference between NRZ-L and NRZI

5.4. Describe two multilevel binary digital-to-digital encoding techniques.

5.5. Define biphase encoding and describe two biphase encoding techniques.

5.6. Explain the function of scrambling in the context of digital-to-digital encoding
techniques.

5.7.  What function does a modem perform?

5.8. How are binary values represented in amplitude shift keying, and what is the limita-
tion of this approach?

5.9. What is the difference between QPSK and offset QPSK?

5.10. Whatis QAM?

5.11.  What does the sampling theorem tell us concerning the rate of sampling required for
an analog signal?

5.12.  What are the differences among angle modulation, PM, and FM?

Problems

5.1  Which of the signals of Table 5.2 use differential encoding?

5.2 Develop algorithms for generating each of the codes of Table 5.2 from NRZ-L.

5.3 A modified NRZ code known as enhanced-NRZ (E-NRZ) is sometimes used for
high-density magnetic tape recording. E-NRZ encoding entails separating the
NRZ-L data stream into 7-bit words; inverting bits 2, 3, 6, and 7; and adding one
parity bit to each word. The parity bit is chosen to make the total number of 1s in
the 8-bit word an odd count. What are the advantages of E-NRZ over NRZ-L? Any
disadvantages?

5.4 Develop a state diagram (finite state machine) representation of pseudoternary coding.

5.5 Consider the following signal encoding technique. Binary data are presented as input,
a,,form =1,2,3,... Two levels of processing occur. First, a new set of binary num-
bers are produced:

b() =0
b,, = (a,, + b,—1)mod?2
These are then encoded as
Cm = bm - bmfl
On reception, the original data are recovered by
a,, = c¢,, mod?2
a. Verify that the received values of a,, equal the transmitted values of a,,.
b. What sort of encoding is this?

5.6 For the bit stream 01001110, sketch the waveforms for each of the codes of Table 5.2.
Assume that the signal level for the preceding bit for NRZI was high; the most recent
preceding 1 bit (AMI) has a negative voltage; and the most recent preceding O bit
(pseudoternary) has a negative voltage.

5.7 The waveform of Figure 5.25 belongs to a Manchester encoded binary data stream.

Determine the beginning and end of bit periods (i.e., extract clock information) and
give the data sequence.
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A

Figure 5.25 A Manchester Stream

5.8

5.9

5.10

5.11
5.12

5.13

Consider a stream of binary data consisting of a long sequence of 1s followed by a
zero followed by a long string of 1s, with the same assumptions as Problem 5.6. Draw
the waveform for this sequence using

a. NRZ-L

b. Bipolar-AMI

c. Pseudoternary

The bipolar-AMI waveform representing the binary sequence 0100101011 is trans-
mitted over a noisy channel. The received waveform is shown in Figure 5.26; it
contains a single error. Locate the position of this error and explain your answer.
One positive side effect of bipolar encoding is that a bipolar violation (two consecutive
+ pulses or two consecutive — pulses separated by any number of zeros) indicates to
the receiver that an error has occurred in transmission. Unfortunately, upon the
receipt of such a violation, the receiver does not know which bit is in error (only that
an error has occurred). For the received bipolar sequence

+-0+-0—+

which has one bipolar violation, construct two scenarios (each of which involves a dif-
ferent transmitted bit stream with one transmitted bit being converted via an error)
that will produce this same received bit pattern.

Given the bit pattern 01100, encode this data using ASK, BFSK, and BPSK.

A sine wave is to be used for two different signaling schemes: (a) PSK; (b) QPSK. The
duration of a signal element is 107> s. If the received signal is of the following form:

s(t) = 0.005 sin(27 10% + 6) volts
and if the measured noise power at the receiver is 2.5 X 1078 watts, determine the
E,/N, (in dB) for each case.

Derive an expression for baud rate D as a function of bit rate R for QPSK using the
digital encoding techniques of Table 5.2.

2 3 4 5 6 7 8 9 10
| | | | | | | | | J

Figure 5.26 A Received Bipolar-AMI Waveform
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Figure 5.27 QAM Demodulator

What SNR ratio is required to achieve a bandwidth efficiency of 1.0 for ASK, FSK,
PSK, and QPSK? Assume that the required bit error rate is 10°°.

An NRZ-L signal is passed through a filter with r = 0.5 and then modulated onto a
carrier. The data rate is 2400 bps. Evaluate the bandwidth for ASK and FSK. For FSK
assume that the two frequencies used are 50 kHz and 55 kHz.

Assume that a telephone line channel is equalized to allow bandpass data transmis-
sion over a frequency range of 600 to 3000 Hz. The available bandwidth is 2400 Hz.
For r = 1, evaluate the required bandwidth for 2400 bps QPSK and 4800-bps, eight-
level multilevel signaling. Is the bandwidth adequate?

Figure 5.27 shows the QAM demodulator corresponding to the QAM modulator of
Figure 5.14. Show that this arrangement does recover the two signals d;(¢) and d,(¢),
which can be combined to recover the original input.

Why should PCM be preferable to DM for encoding analog signals that represent
digital data?

Are the modem and the codec functional inverses (i.e., could an inverted modem
function as a codec, or vice versa)?

A signal is quantized using 10-bit PCM. Find the signal-to-quantization noise ratio.
Consider an audio signal with spectral components in the range 300 to 3000 Hz.
Assume that a sampling rate of 7000 samples per second will be used to generate a
PCM signal.

a. For SNR = 30 dB, what is the number of uniform quantization levels needed?

b. What data rate is required?

Find the step size 6 required to prevent slope overload noise as a function of the fre-
quency of the highest-frequency component of the signal. Assume that all compo-
nents have amplitude A.

A PCM encoder accepts a signal with a full-scale voltage of 10 V and generates 8-bit
codes using uniform quantization. The maximum normalized quantized voltage is
1 — 278 Determine (a) normalized step size, (b) actual step size in volts, (c) actual
maximum quantized level in volts, (d) normalized resolution, (e) actual resolution,
and (f) percentage resolution.

The analog waveform shown in Figure 5.28 is to be delta modulated. The sampling
period and the step size are indicated by the grid on the figure. The first DM output and
the staircase function for this period are also shown. Show the rest of the staircase func-
tion and give the DM output. Indicate regions where slope overload distortion exists.
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L—1

DM output

0
Figure 5.28 Delta Modulation Example

5.25 Consider the angle-modulated signal
s(t) = 10 cos[(10%)mt + 5 sin 27 (10%)¢]

Find the maximum phase deviation and the maximum frequency deviation.
5.26  Consider the angle-modulated signal

s(t) = 10 cos[27(10°)¢ + 0.1 sin(10°)7r¢]

a. Express s(f) as a PM signal with n,, = 10.
b. Express s(t) as an FM signal with ny = 107
5.27 Let m(t) and m,(¢) be message signals and let s;(¢) and s,(¢) be the corresponding

modulated signals using a carrier frequency of f,.

a. Show that if simple AM modulation is used, then m,(¢) + m;,(t) produces a mod-
ulated signal equal that is a linear combination of s;(¢) and s,(¢). This is why AM
is sometimes referred to as linear modulation.

b. Show that if simple PM modulation is used, then m,(¢) + mj,(t) produces a mod-
ulated signal that is not a linear combination of s;(¢) and s,(¢). This is why angle
modulation is sometimes referred to as nonlinear modulation.
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A conversation forms a two-way communication link; there is a measure of symme-
try between the two parties, and messages pass to and fro. There is a continual stim-
ulus-response, cyclic action; remarks call up other remarks, and the behavior of the
two individuals becomes concerted, co-operative, and directed toward some goal.
This is true communication.

—On Human Communication, Colin Cherry

KEY POINTS

e The transmission of a stream of bits from one device to another
across a transmission link involves a great deal of cooperation and
agreement between the two sides. One of the most fundamental
requirements is synchronization. The receiver must know the rate at
which bits are being received so that it can sample the line at appro-
priate intervals to determine the value of each received bit. Two tech-
niques are in common use for this purpose. In asynchronous
transmission, each character of data is treated independently. Each
character begins with a start bit that alerts the receiver that a charac-
ter is arriving. The receiver samples each bit in the character and then
looks for the beginning of the next character. This technique would
not work well for long blocks of data because the receiver’s clock
might eventually drift out of synchronization with the transmitter’s
clock. However, sending data in large blocks is more efficient than
sending data one character at a time. For large blocks, synchronous
transmission is used. Each block of data is formatted as a frame that
includes a starting and an ending flag. Some form of synchronization,
such as the use of Manchester encoding, is employed.

* Error detection is performed by calculating an error-detecting code
that is a function of the bits being transmitted. The code is appended
to the transmitted bits. The receiver calculates the code based on the
incoming bits and compares it to the incoming code to check for
errors.

* Error correction operates in a fashion similar to error detection but is
capable of correcting certain errors in a transmitted bit stream.

The preceding three chapters have been concerned primarily with the
attributes of data transmission, such as the characteristics of data signals
and transmission media, the encoding of signals, and transmission perform-
ance. In this chapter, we shift our emphasis from data transmission to data
communications.

181
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For two devices linked by a transmission medium to exchange data, a
high degree of cooperation is required. Typically, data are transmitted one bit
at a time over the medium. The timing (rate, duration, spacing) of these bits
must be the same for transmitter and receiver. Two common techniques for
controlling this timing—asynchronous and synchronous—are explored in
Section 6.1. Next, we look at the problem of bit errors. As we have seen, data
transmission is not an error-free process, and some means of accounting for
these errors is needed. After a brief discussion of the distinction between sin-
gle-bit errors and burst errors, the chapter turns to two approaches to dealing
with errors: error detection and error correction.

Next, the chapter provides an overview of the types of line configurations
in common use. To supplement the material in this chapter, Appendix G looks at
the physical interface between data transmitting devices and the transmission
line. Typically, digital data devices do not attach to and signal across the medium
directly. Instead, this process is mediated through a standardized interface that
provides considerable control over the interaction between the transmitting/
receiving devices and the transmission line.

6.1 ASYNCHRONOUS AND SYNCHRONOUS TRANSMISSION

In this book, we are primarily concerned with serial transmission of data; that is,
data are transferred over a single signal path rather than a parallel set of lines, as is
common with I/O devices and internal computer signal paths. With serial transmis-
sion, signaling elements are sent down the line one at a time. Each signaling element
may be

¢ Less than one bit: This is the case, for example, with Manchester coding.
* One bit: NRZ-L and FSK are digital and analog examples, respectively.
¢ More than one bit: QPSK is an example.

For simplicity in the following discussion, we assume one bit per signal-
ing element unless otherwise stated. The discussion is not materially affected by
this simplification.

Recall from Figure 3.16 that the reception of digital data involves sampling
the incoming signal once per bit time to determine the binary value. One of the
difficulties encountered in such a process is that various transmission impairments
will corrupt the signal so that occasional errors will occur. This problem is com-
pounded by a timing difficulty: In order for the receiver to sample the incoming
bits properly, it must know the arrival time and duration of each bit that it
receives.

Suppose that the sender simply transmits a stream of data bits. The sender has
a clock that governs the timing of the transmitted bits. For example, if data are to be
transmitted at one million bits per second (1 Mbps), then one bit will be transmitted
every 1/10° = 1 microsecond (us), as measured by the sender’s clock. Typically,
the receiver will attempt to sample the medium at the center of each bit time. The
receiver will time its samples at intervals of one bit time. In our example, the
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sampling would occur once every 1 us. If the receiver times its samples based on its
own clock, then there will be a problem if the transmitter’s and receiver’s clocks are
not precisely aligned. If there is a drift of 1% (the receiver’s clock is 1% faster or
slower than the transmitter’s clock), then the first sampling will be 0.01 of a bit time
(0.01 us) away from the center of the bit (center of bit is 0.5 us from beginning and
end of bit). After 50 or more samples, the receiver may be in error because it is sam-
pling in the wrong bit time (50 X .01 = 0.5 us). For smaller timing differences, the
error would occur later, but eventually the receiver will be out of step with the trans-
mitter if the transmitter sends a sufficiently long stream of bits and if no steps are
taken to synchronize the transmitter and receiver.

Asynchronous Transmission

Two approaches are common for achieving the desired synchronization. The first is
called, oddly enough, asynchronous transmission. The strategy with this scheme is to
avoid the timing problem by not sending long, uninterrupted streams of bits.
Instead, data are transmitted one character at a time, where each character is five to
eight bits in length.! Timing or synchronization must only be maintained within each
character; the receiver has the opportunity to resynchronize at the beginning of
each new character.

Figure 6.1 illustrates this technique. When no character is being transmitted,
the line between transmitter and receiver is in an id/e state. The definition of idle is
equivalent to the signaling element for binary 1. Thus, for NRZ-L signaling (see
Figure 5.2), which is common for asynchronous transmission, idle would be the pres-
ence of a negative voltage on the line. The beginning of a character is signaled by a
start bit with a value of binary 0. This is followed by the 5 to 8 bits that actually make
up the character. The bits of the character are transmitted beginning with the least
significant bit. For example, for IRA characters, the data bits are usually followed by
a parity bit, which therefore is in the most significant bit position. The parity bit is set
by the transmitter such that the total number of ones in the character, including the
parity bit, is even (even parity) or odd (odd parity), depending on the convention
being used. The receiver uses this bit for error detection, as discussed in Section 6.3.
The final element is a stop element, which is a binary 1. A minimum length for the
stop element is specified, and this is usually 1, 1.5, or 2 times the duration of an ordi-
nary bit. No maximum value is specified. Because the stop element is the same as
the idle state, the transmitter will continue to transmit the stop element until it is
ready to send the next character.

The timing requirements for this scheme are modest. For example, IRA char-
acters are typically sent as 8-bit units, including the parity bit. If the receiver is 5%
slower or faster than the transmitter, the sampling of the eighth character bit will be
displaced by 45% and still be correctly sampled.

'The number of bits that comprise a character depends on the code used. We have already described one
common example, the IRA code, which uses seven bits per character. Another common code is the
Extended Binary Coded Decimal Interchange Code (EBCDIC), which is an 8-bit character code used on
IBM mainframes.
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Idle state Odd or even Remain idle or
of line parity or unused next start bit
l 5 to 8 data bits 1 to 2 bit times L
-
0 _"""I'"'I'"'I'"'l'"'l""l""l""i —
Start ' 1 1 1 1 1 1 1 P | Stop
L bit | : : : : : : : bit 1 element

(a) Character format

Unpredictable time interval
between characters

Stop Stop
Start element Start element
bit bit i
S N O A B N B O
11010001 ¢ 01101100
(b) 8-bit asynchronous character stream
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Figure 6.1 Asynchronous Transmission

EXAMPLE 6.1 Figure 6.1c shows the effects of a timing error of sufficient
magnitude to cause an error in reception. In this example we assume a data rate
of 10,000 bits per second (10 kbps); therefore, each bit is of 0.1 millisecond (ms),
or 100 ws, duration. Assume that the receiver is fast by 6%, or 6 us per bit time.
Thus, the receiver samples the incoming character every 94 us (based on the
transmitter’s clock). As can be seen, the last sample is erroneous.

An error such as just described actually results in two errors. First, the last
sampled bit is incorrectly received. Second, the bit count may now be out of align-
ment. If bit 7is a 1 and bit 8 is a 0, bit 8 could be mistaken for a start bit. This condi-
tion is termed a framing error, as the character plus start bit and stop element are
sometimes referred to as a frame. A framing error can also occur if some noise con-
dition causes the false appearance of a start bit during the idle state.

Asynchronous transmission is simple and cheap but requires an overhead of
two to three bits per character. For example, for an 8-bit character with no parity
bit, using a 1-bit-long stop element, two out of every ten bits convey no informa-
tion but are there merely for synchronization; thus the overhead is 20%. Of
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course, the percentage overhead could be reduced by sending larger blocks of bits
between the start bit and stop element. However, as Figure 6.1c indicates, the
larger the block of bits, the greater the cumulative timing error. To achieve greater
efficiency, a different form of synchronization, known as synchronous transmis-
sion, is used.

Synchronous Transmission

With synchronous transmission, a block of bits is transmitted in a steady stream
without start and stop codes. The block may be many bits in length. To prevent tim-
ing drift between transmitter and receiver, their clocks must somehow be synchro-
nized. One possibility is to provide a separate clock line between transmitter and
receiver. One side (transmitter or receiver) pulses the line regularly with one short
pulse per bit time. The other side uses these regular pulses as a clock. This technique
works well over short distances, but over longer distances the clock pulses are sub-
ject to the same impairments as the data signal, and timing errors can occur. The
other alternative is to embed the clocking information in the data signal. For digital
signals, this can be accomplished with Manchester or differential Manchester encod-
ing. For analog signals, a number of techniques can be used; for example, the carrier
frequency itself can be used to synchronize the receiver based on the phase of the
carrier.

With synchronous transmission, there is another level of synchronization
required, to allow the receiver to determine the beginning and end of a block of data.
To achieve this, each block begins with a preamble bit pattern and generally ends
with a postamble bit pattern. In addition, other bits are added to the block that con-
vey control information used in the data link control procedures discussed in
Chapter 7. The data plus preamble, postamble, and control information are called a
frame. The exact format of the frame depends on which data link control procedure
is being used.

Figure 6.2 shows, in general terms, a typical frame format for synchronous
transmission. Typically, the frame starts with a preamble called a flag, which is 8 bits
long. The same flag is used as a postamble. The receiver looks for the occurrence of
the flag pattern to signal the start of a frame. This is followed by some number of
control fields (containing data link control protocol information), then a data field
(variable length for most protocols), more control fields, and finally the flag is
repeated.

For sizable blocks of data, synchronous transmission is far more efficient than
asynchronous. Asynchronous transmission requires 20% or more overhead. The
control information, preamble, and postamble in synchronous transmission are typ-
ically less than 100 bits.

8-bit| Control Control | 8-bit
flag fields Data field fields flag

Figure 6.2 Synchronous Frame Format
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EXAMPLE 6.2 One of the more common schemes, HDLC (described in Chapter
7), contains 48 bits of control, preamble, and postamble. Thus, for a 1000-character
block of data, each frame consists of 48 bits of overhead and 1000 X 8 = 8,000 bits
of data, for a percentage overhead of only 48/8048 X 100% = 0.6%.

6.2 TYPES OF ERRORS

In digital transmission systems, an error occurs when a bit is altered between trans-
mission and reception; that is, a binary 1 is transmitted and a binary 0 is received, or
a binary 0 is transmitted and a binary 1 is received. Two general types of errors can
occur: single-bit errors and burst errors. A single-bit error is an isolated error condi-
tion that alters one bit but does not affect nearby bits. A burst error of length B is a
contiguous sequence of B bits in which the first and last bits and any number of
intermediate bits are received in error. More precisely, IEEE Std 100 and ITU-T
Recommendation Q.9 both define an error burst as follows:

Error burst: A group of bits in which two successive erroneous bits are
always separated by less than a given number x of correct bits. The last erro-
neous bit in the burst and the first erroneous bit in the following burst are
accordingly separated by x correct bits or more.

Thus, in an error burst, there is a cluster of bits in which a number of errors
occur, although not necessarily all of the bits in the cluster suffer an error.

A single-bit error can occur in the presence of white noise, when a slight ran-
dom deterioration of the signal-to-noise ratio is sufficient to confuse the receiver’s
decision of a single bit. Burst errors are more common and more difficult to deal
with. Burst errors can be caused by impulse noise, which was described in Chapter 3.
Another cause is fading in a mobile wireless environment; fading is described in
Chapter 14.

Note that the effects of burst errors are greater at higher data rates.

EXAMPLE 6.3 An impulse noise event or a fading event of 1 us occurs. At a
data rate of 10 Mbps, there is a resulting error burst of 10 bits. At a data rate of
100 Mbps, there is an error burst of 100 bits.

6.3 ERROR DETECTION

Regardless of the design of the transmission system, there will be errors, resulting
in the change of one or more bits in a transmitted frame. In what follows, we
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assume that data are transmitted as one or more contiguous sequences of bits,
called frames. We define these probabilities with respect to errors in transmitted
frames:

P,: Probability that a bit is received in error; also known as the bit error rate
(BER)

P,: Probability that a frame arrives with no bit errors

P,: Probability that, with an error-detecting algorithm in use, a frame arrives with
one or more undetected errors

P5: Probability that, with an error-detecting algorithm in use, a frame arrives
with one or more detected bit errors but no undetected bit errors

First consider the case in which no means are taken to detect errors. Then the
probability of detected errors (P3) is zero. To express the remaining probabilities,
assume the probability that any bit is in error (P,) is constant and independent for
each bit. Then we have

p=(1-PR)"

Pz =1- Pl
where F is the number of bits per frame. In words, the probability that a frame
arrives with no bit errors decreases when the probability of a single bit error
increases, as you would expect. Also, the probability that a frame arrives with no bit

errors decreases with increasing frame length; the longer the frame, the more bits it
has and the higher the probability that one of these is in error.

EXAMPLE 6.4 A defined objective for ISDN (integrated services digital net-
work) connections is that the BER on a 64-kbps channel should be less than 107°
on at least 90% of observed 1-minute intervals. Suppose now that we have the
rather modest user requirement that on average one frame with an undetected
bit error should occur per day on a continuously used 64-kbps channel, and let
us assume a frame length of 1000 bits. The number of frames that can be trans-
mitted in a day comes out to 5.529 X 10°, which yields a desired frame error
rate of P, = 1/(5.529 X 10°) = 0.18 X 107°. But if we assume a value of P, of
1075, then P, = (0.999999)'°% = (0.999 and therefore P, = 107>, which is about
three orders of magnitude too large to meet our requirement.

This is the kind of result that motivates the use of error-detecting techniques. All
of these techniques operate on the following principle (Figure 6.3). For a given frame
of bits, additional bits that constitute an error-detecting code are added by the trans-
mitter. This code is calculated as a function of the other transmitted bits. Typically, for
a data block of k bits, the error-detecting algorithm yields an error-detecting code of
n — k bits, where (n — k) < k. The error-detecting code, also referred to as the
check bits, is appended to the data block to produce a frame of » bits, which is then
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Figure 6.3 Error Detection Process

transmitted. The receiver separates the incoming frame into the k bits of data and
(n — k) bits of the error-detecting code. The receiver performs the same error-detect-
ing calculation on the data bits and compares this value with the value of the incoming
error-detecting code. A detected error occurs if and only if there is a mismatch. Thus
P; is the probability that a frame contains errors and that the error-detecting scheme
will detect that fact. P, is known as the residual error rate and is the probability that an
error will be undetected despite the use of an error-detecting scheme.

Parity Check

The simplest error-detecting scheme is to append a parity bit to the end of a block of
data. A typical example is character transmission, in which a parity bit is attached to
each 7-bit IRA character. The value of this bit is selected so that the character has an
even number of 1s (even parity) or an odd number of 1s (odd parity).

EXAMPLE 6.5 If the transmitter is transmitting an IRA character G (1110001)
and using odd parity, it will append a 1 and transmit 11110001.2 The receiver exam-
ines the received character and, if the total number of 1s is odd, assumes that no
error has occurred. If one bit (or any odd number of bits) is erroneously inverted
during transmission (for example, 11100001), then the receiver will detect an error.

2Recall from our discussion in Section 5.1 that the least significant bit of a character is transmitted first
and that the parity bit is the most significant bit.
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Note, however, that if two (or any even number) of bits are inverted due to
error, an undetected error occurs. Typically, even parity is used for synchronous
transmission and odd parity for asynchronous transmission.

The use of the parity bit is not foolproof, as noise impulses are often long
enough to destroy more than one bit, particularly at high data rates.

Cyclic Redundancy Check (CRC)

One of the most common, and one of the most powerful, error-detecting codes is the
cyclic redundancy check (CRC), which can be described as follows. Given a k-bit
block of bits, or message, the transmitter generates an (n — k)-bit sequence, known
as a frame check sequence (FCS), such that the resulting frame, consisting of 7 bits,
is exactly divisible by some predetermined number. The receiver then divides the
incoming frame by that number and, if there is no remainder, assumes there was no
error.’

To clarify this, we present the procedure in three equivalent ways: modulo 2

arithmetic, polynomials, and digital logic.

Modulo 2 Arithmetic Modulo 2 arithmetic uses binary addition with no carries,
which is just the exclusive-OR (XOR) operation. Binary subtraction with no carries
is also interpreted as the XOR operation: For example,

111 111 11001

+1010 —0101 x 11

0101 1010 11001
11001

101011

Now define

T = n-bit frame to be transmitted

D = k-bit block of data, or message, the first k bits of T

F = (n — k)-bit FCS, the last (n — k) bits of T’

P = pattern of n — k + 1 bits; this is the predetermined divisor

We would like 7/P to have no remainder. It should be clear that
T=2""D+F

That is, by multiplying D by 2"~ ¥, we have in effect shifted it to the left by n — k bits
and padded out the result with zeroes. Adding F yields the concatenation of D and

3This procedure is slightly different from that of Figure 6.3. As shall be seen, the CRC process could be
implemented as follows. The receiver could perform a division operation on the incoming k data bits and
compare the result to the incoming (n — k) check bits.
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F, which is 7. We want T to be exactly divisible by P. Suppose that we divide 2" *D
by P:

2" kp R
=0+ = 6.1
2 0 2 (6.1)

There is a quotient and a remainder. Because division is modulo 2, the remainder is
always at least one bit shorter than the divisor. We will use this remainder as our
FCS. Then

T=2"¥D+R (6.2)

Does this R satisfy our condition that 7/P have no remainder? To see that it does,
consider

+
P P P P

T _2"*D+R _2"*D R

Substituting Equation (6.1), we have

T R R

R + — 4+ —

P Q P P

However, any binary number added to itself modulo 2 yields zero. Thus

R+ R
P

T

— =0+

=0 0
There is no remainder, and therefore 7 is exactly divisible by P. Thus, the FCS is eas-
ily generated: Simply divide 2" "¥D by P and use the (n — k)-bit remainder as the
FCS. On reception, the receiver will divide 7 by P and will get no remainder if there
have been no errors.

EXAMPLE 6.6

1. Given

Message D = 1010001101 (10 bits)
Pattern P = 110101 (6 bits)
FCS R = to be calculated (5 bits)
Thus,n = 15,k = 10, and (n — k) = 5.
2. The message is multiplied by 2°, yielding 101000110100000.
3. This product is divided by P:
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1 101010T1T10=0
P>110101,/101000110100000=<2"

| I N I e A |
11010 1 | | @ 0 0
L e I A R |
111011||||||||
| I N e N R R e |
1 1 0 1 0 1 ¢ & & & 1 4 1 i
111010 1 1+ 1 1 1 1
| I I A A |
110 1.0 1 1 1 111
111110 1 1 1 .
[ I A |
110101 ! ! 1
101100 1 |
110101 !
1100105
11010 1!

0 1 1 1 0 <R

4. The remainder is added to 2°D to give T = 101000110101110, which is trans-

mitted.
5. If there are no errors, the receiver receives 7T intact. The received frame is
divided by P:
1101010110 <20
P—>110101/101000110101110‘—T
11010 1} fopobobdd
1 110 1 1 1 & & 1 1 1 o1 o
1 1 1 1 1 1 1 1
1. 1.0 1 0 1 ¢ & § & 0 %0
111010 1 1 1 1 1
1101 01 1 @ 111
111110 1 1 1 .
1101 0 1 i i i i
101 1 11 1 |
110101 ! |
110101 i
11010 1 !
0 <R

Because there is no remainder, it is assumed that there have been no errors.

The pattern P is chosen to be one bit longer than the desired FCS, and the
exact bit pattern chosen depends on the type of errors expected. At minimum, both
the high- and low-order bits of P must be 1.

There is a concise method for specifying the occurrence of one or more errors.
An error results in the reversal of a bit. This is equivalent to taking the XOR of the
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bit and 1 (modulo 2 addition of 1 to the bit):0 + 1 = 1; 1 + 1 = 0. Thus, the errors
in an n-bit frame can be represented by an n-bit field with 1s in each error position.
The resulting frame 7, can be expressed as

T,=T®E
where

T = transmitted frame
E = error pattern with 1s in positions where errors occur
T, = received frame
@ = bitwise exclusive-OR(XOR)
If there is an error (E # 0), the receiver will fail to detect the error if and only if 7,

is divisible by P, which is equivalent to E divisible by P. Intuitively, this seems an
unlikely occurrence.

Polynomials A second way of viewing the CRC process is to express all values as
polynomials in a dummy variable X, with binary coefficients. The coefficients
correspond to the bits in the binary number. Thus, for D = 110011, we have
D(X) =X+ X*+ X + 1,and for P = 11001, we have P(X) = X* + X° + 1.
Arithmetic operations are again modulo 2. The CRC process can now be described
as

X" *D(Xx) R(X)
r) Y b
T(X)=X"*D(X) + R(X)

Compare these equations with Equations (6.1) and (6.2).

EXAMPLE 6.7 Using the preceding example, for D = 1010001101, we have
DX)=X°+X"+X3>+ X?>+1, and for P =110101, we have
P(X) = X°+ X*+ X2 + 1. We should end up with R = 01110, which corre-
sponds to R(X) = X* + X? + X. Figure 6.4 shows the polynomial division that
corresponds to the binary division in the preceding example.

An error E(X) will only be undetectable if it is divisible by P(X). It can be
shown [PETE 61, RAMASS] that all of the following errors are not divisible by a
suitably chosen P(X) and hence are detectable:

e All single-bit errors, if P(X) has more than one nonzero term

e All double-bit errors, as long as P(X) is a special type of polynomial, called a
primitive polynomial, with maximum exponent L, and the frame length is less
than 2- — 1.
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+X+x+ X+ X2+ X ~ 0(X)
PW%>ﬁ+ﬂ+ﬁ+1/p4 X2 X8+ X7 + X5 < XDX)
X4 x84 X"+ X°
X8+ x4+ x" + X+ x8
X8+ x12 4+ X"+ Xt
X"+ x"+ X0+ bd

X"+ x4 X8+ X5
X+ x3+ X + X+ x5
X+ X%+ X0+ x4
X"+ X5+ x*
X+ X + X+ X
X0+ X5+ X2
X¥+X+ x4+ X
X+ X2+ X <RX)

Figure 6.4 Example of Polynomial Division

* Any odd number of errors, as long as P(X) contains a factor (X + 1)

* Any burst error for which the length of the burst is less than or equal ton — k;
that is, less than or equal to the length of the FCS

e A fraction of error bursts of length n — k + 1; the fraction equals
1 — 2—(n—k—1)

* A fraction of error bursts of length greater than n — k + 1; the fraction
equals 1 — 27 ("7K)

In addition, it can be shown that if all error patterns are considered equally
likely, then for a burst error of length r + 1, the probability of an undetected error
(E(X) is divisible by P(X)) is 1/2"~!, and for a longer burst, the probability is 1/2",
where r is the length of the FCS.

Four versions of P(X) are widely used:

CRC-12=X2+ X"+ X+ X°+ X +1
CRC-16 = X' + X5 + X2 + 1
CRC-CCITT = X' + X2 + X° + 1
CRC-32 = X + X* + X» + X2 + X0 + x? + x!
+ X0+ X+ X+ X+ X+ X+ X+

The CRC-12 system is used for transmission of streams of 6-bit characters and gen-
erates a 12-bit FCS. Both CRC-16 and CRC-CCITT are popular for 8-bit characters,
in the United States and Europe, respectively, and both result in a 16-bit FCS. This
would seem adequate for most applications, although CRC-32 is specified as an

option in some point-to-point synchronous transmission standards and is used in
IEEE 802 LAN standards.



194

CHAPTER 6 / DIGITAL DATA COMMUNICATION TECHNIQUES

Digital Logic The CRC process can be represented by, and indeed imple-
mented as, a dividing circuit consisting of XOR gates and a shift register. The shift
register is a string of 1-bit storage devices. Each device has an output line, which
indicates the value currently stored, and an input line. At discrete time instants,
known as clock times, the value in the storage device is replaced by the value indi-
cated by its input line. The entire register is clocked simultaneously, causing a 1-bit
shift along the entire register. The circuit is implemented as follows:

1. The register contains n — k bits, equal to the length of the FCS.
2. There are up ton — k XOR gates.

3. The presence or absence of a gate corresponds to the presence or absence of
a term in the divisor polynomial, P(X), excluding the terms 1 and X" *.

EXAMPLE 6.8 The architecture of a CRC circuit is best explained by first con-
sidering an example, which is illustrated in Figure 6.5. In this example, we use

Data D = 1010001101; D(X) =X+ X'+ X® + X* + 1
Divisor P = 110101; PX)=X+X*+X2+1

which were used earlier in the discussion.

Figure 6.5a shows the shift register implementation. The process begins with
the shift register cleared (all zeros). The message, or dividend, is then entered,
one bit at a time, starting with the most significant bit. Figure 6.5b is a table that
shows the step-by-step operation as the input is applied one bit at a time. Each
row of the table shows the values currently stored in the five shift-register ele-
ments. In addition, the row shows the values that appear at the outputs of the
three XOR circuits. Finally, the row shows the value of the next input bit, which is
available for the operation of the next step.

Note that the XOR operation affects C4, C,, and C;, on the next shift. This is
identical to the binary long division process illustrated earlier. The process con-
tinues through all the bits of the message. To produce the proper output, two
switches are used. The input data bits are fed in with both switches in the A posi-
tion. As a result, for the first 10 steps, the input bits are fed into the shift register
and also used as output bits. After the last data bit is processed, the shift register
contains the remainder (FCS) (shown shaded). As soon as the last data bit is pro-
vided to the shift register, both switches are set to the B position. This has two
effects: (1) All of the XOR gates become simple pass-throughs; no bits are
changed, and (2) as the shifting process continues, the 5 CRC bits are output.

At the receiver, the same logic is used. As each bit of M arrives, it is inserted
into the shift register. If there have been no errors, the shift register should con-
tain the bit pattern for R at the conclusion of M. The transmitted bits of R now
begin to arrive, and the effect is to zero out the register so that, at the conclusion
of reception, the register contains all Os.
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D = 1-bit shift register . = Exclusive-OR circuit

(a) Shift-register implementation

Cy C3 C C C |[CECDI CHCDI C,@DI I =input
Initial 0 0 0 0 0 1 1 1 1
Step 1 1 0 1 0 1 1 1 1 0
Step 2 1 1 1 1 1 1 1 0 1
Step 3 1 1 1 1 0 0 0 1 0
Step 4 0 1 0 0 1 1 0 0 0 Message to
Step 5 1 0 0 1 0 1 0 1 0 be sent
Step 6 1 0 0 0 1 0 0 0 1
Step 7 0 0 0 1 0 1 0 1 1
Step 8 1 0 0 0 1 1 1 1 0
Step 9 1 0 1 1 1 0 1 0 1
Step10| 0 1 1 1 0

(b) Example with input of 1010001101

Figure 6.5 Circuit with Shift Registers for Dividing by the Polynomial
X+ X'+ X +1

Output
(n bits)

r) Switch 1
A oB

Input

(k bits)
o o~z

Figure 6.6 General CRC Architecture to Implement Divisor (1 + A; X + A, X + -+ +
An,lX"7k71 + Xn*k)
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Figure 6.6 indicates the general architecture of the shift register implementa-
tion of a CRC for the polynomial P(X) = EfzokA,-X‘, where Ag = A, = 1 and
all other A; equal either 0 or 1.4

6.4 ERROR CORRECTION

Error detection is a useful technique, found in data link control protocols, such as
HDLC, and in transport protocols, such as TCP. However, correction of errors
using an error-detecting code, requires that block of data be retransmitted, as
explained in Chapter 7. For wireless applications this approach is inadequate for
two reasons.

1. The bit error rate on a wireless link can be quite high, which would result in a
large number of retransmissions.

2. In some cases, especially satellite links, the propagation delay is very long com-
pared to the transmission time of a single frame. The result is a very inefficient
system. As is discussed in Chapter 7, the common approach to retransmission
is to retransmit the frame in error plus all subsequent frames. With a long data
link, an error in a single frame necessitates retransmitting many frames.

Instead, it would be desirable to enable the receiver to correct errors in an
incoming transmission on the basis of the bits in that transmission. Figure 6.7 shows
in general how this is done. On the transmission end, each k-bit block of data is

I
l ' : l
I : d I
I k bits | : I
: Data I : :
! |
I 1 I
I
: i : . Y :
! i ' FEC '
| ! |
| LinL : ! decoder B = |
| encoder | : =] |
I s k& I
| * : : 5= 23 |
I = = I
. ! ! s8¢ =8|
! | d SE5 89 I
' ! i o5 ” ZE|
l ' ! “ 9 25
| ; ' ! a° |
| n bits I | 1
I : : Data I
l ' ! l
| | ' ! |
| ' ! |
T I
I . . I
| Transmitter : ! Receiver |
| ___ I |

Figure 6.7 Error Correction Process

#It is common for the CRC register to be shown shifting to the right, which is the reverse of the analogy
to binary division. Because binary numbers are usually shown with the most significant bit on the left, a
left-shifting register, as is used here, is more appropriate.
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mapped into an n-bit block (n > k) called a codeword, using an FEC (forward
error correction) encoder. The codeword is then transmitted. During transmission,
the signal is subject to impairments, which may produce bit errors in the signal. At
the receiver, the incoming signal is demodulated to produce a bit string that is simi-
lar to the original codeword but may contain errors. This block is passed through an
FEC decoder, with one of four possible outcomes:

1. If there are no bit errors, the input to the FEC decoder is identical to the
original codeword, and the decoder produces the original data block as
output.

2. For certain error patterns, it is possible for the decoder to detect and correct
those errors. Thus, even though the incoming data block differs from the trans-
mitted codeword, the FEC decoder is able to map this block into the original
data block.

3. For certain error patterns, the decoder can detect but not correct the errors. In
this case, the decode simply reports an uncorrectable error.

4. For certain, typically rare, error patterns, the decoder does not detect that any
errors have occurred and maps the incoming n-bit data block into a k-bit block
that differs from the original k-bit block.

How is it possible for the decoder to correct bit errors? In essence, error cor-
rection works by adding redundancy to the transmitted message. The redundancy
makes it possible for the receiver to deduce what the original message was, even in
the face of a certain level of error rate. In this section we look at a widely used form
of error-correcting code known as a block error-correcting code. Our discussion
only deals with basic principles; a discussion of specific error-correcting codes is
beyond our scope.

Before proceeding, we note that in many cases, the error-correcting code follows
the same general layout as shown for error-detecting codes in Figure 6.3. That is, the
FEC algorithm takes as input a k-bit block and adds (n — k) check bits to that block
to produce an n-bit block; all of the bits in the original k-bit block show up in the n-bit
block. For some FEC algorithms, the FEC algorithm maps the k-bit input into an n-bit
codeword in such a way that the original k bits do not appear in the codeword.

Block Code Principles

To begin, we define a term that shall be of use to us. The Hamming distance d(v;, v,)
between two n-bit binary sequences v; and v, is the number of bits in which v; and
v, disagree. For example, if

v; = 011011, v, = 110001
then
d(vi,v;) =3

Now let us consider the block code technique for error correction. Suppose we
wish to transmit blocks of data of length k bits. Instead of transmitting each block as
k bits, we map each k-bit sequence into a unique n-bit codeword.
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EXAMPLE 6.9

For k = 2 and n = 5, we can make the following assignment:

Data Block Codeword
00 00000
01 00111
10 11001
11 11110

Now, suppose that a codeword block is received with the bit pattern 00100. This is
not a valid codeword, and so the receiver has detected an error. Can the error be
corrected? We cannot be sure which data block was sent because 1,2, 3,4, or even
all 5 of the bits that were transmitted may have been corrupted by noise. How-
ever, notice that it would require only a single bit change to transform the valid
codeword 00000 into 00100. It would take two bit changes to transform 00111 to
00100, three bit changes to transform 11110 to 00100, and it would take four bit
changes to transform 11001 into 00100. Thus, we can deduce that the most likely
codeword that was sent was 00000 and that therefore the desired data block is 00.
This is error correction. In terms of Hamming distances, we have

4(00000,00100) = 1; d(00111,00100) = 2;
d(11001,00100) = 4; d(11110,00100) = 3

So the rule we would like to impose is that if an invalid codeword is received,
then the valid codeword that is closest to it (minimum distance) is selected. This
will only work if there is a unique valid codeword at a minimum distance from
each invalid codeword.

For our example, it is not true that for every invalid codeword there is one
and only one valid codeword at a minimum distance. There are 2° = 32 possible
codewords of which 4 are valid, leaving 28 invalid codewords. For the invalid
codewords, we have the following:

Invalid Minimum Valid Invalid Minimum Valid
Codeword Distance Codeword Codeword Distance Codeword
00001 1 00000 10000 1 00000
00010 1 00000 10001 1 11001
00011 1 00111 10010 2 00000 or 11110
00100 1 00000 10011 2 00111 or 11001
00101 1 00111 10100 2 00000 or 11110
00110 1 00111 10101 2 00111 or 11001
01000 1 00000 10110 1 11110
01001 1 11001 10111 1 00111
01010 2 00000 or 11110 11000 1 11001
01011 2 00111 or 11001 11010 1 11110
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01100 2 00000 or 11110 11011 1 11001
01101 2 00111 or 11001 11100 1 11110
01110 1 11110 11101 1 11001
01111 1 00111 11111 1 11110

There are eight cases in which an invalid codeword is at a distance 2 from two
different valid codewords. Thus, if one such invalid codeword is received, an error
in 2 bits could have caused it and the receiver has no way to choose between the
two alternatives. An error is detected but cannot be corrected. However, in every
case in which a single bit error occurs, the resulting codeword is of distance 1
from only one valid codeword and the decision can be made. This code is there-
fore capable of correcting all single-bit errors but cannot correct double bit
errors. Another way to see this is to look at the pairwise distances between valid
codewords:

d(00000,00111) = 3;  d(00000, 11001) = 3; d(00000, 11110)
d(00111,11001) = 4;  d(00111, 11110) = 3; d(11001, 11110)

4;
3;

The minimum distance between valid codewords is 3. Therefore, a single bit
error will result in an invalid codeword that is a distance 1 from the original valid
codeword but a distance at least 2 from all other valid codewords. As a result, the
code can always correct a single-bit error. Note that the code also will always
detect a double-bit error.

The preceding example illustrates the essential properties of a block error-
correcting code. An (n, k) block code encodes k data bits into n-bit codewords.
Typically, each valid codeword reproduces the original k£ data bits and adds to them
(n — k) check bits to form the n-bit codeword. Thus the design of a block code is
equivalent to the design of a function of the form v, = f(vq), Where vq is a vector of
k data bits and v, is a vector of n codeword bits.

With an (n, k) block code, there are 2% valid codewords out of a total of 2"
possible codewords. The ratio of redundant bits to data bits, (n — k)/k, is called
the redundancy of the code, and the ratio of data bits to total bits, k/n, is called the
code rate. The code rate is a measure of how much additional bandwidth is
required to carry data at the same data rate as without the code. For example, a
code rate of 1/2 requires double the transmission capacity of an uncoded system to
maintain the same data rate. Our example has a code rate of 2/5 and so requires
2.5 times the capacity of an uncoded system. For example, if the data rate input to
the encoder is 1 Mbps, then the output from the encoder must be at a rate of 2.5
Mbps to keep up.

For a code consisting of the codewords w;, w,, ..., wy, where s = 2", the mini-
mum distance d,,;, of the code is defined as

min
dmin = i £ ][d(wz’ W])]
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It can be shown that the following conditions hold. For a given positive integer ¢,
if a code satisfies d;,, = (2t + 1), then the code can correct all bit errors up to
and including errors of ¢ bits. If d,;, = 2¢, then all errors = (+ — 1) bits can be
corrected and errors of ¢ bits can be detected but not, in general, corrected. Con-
versely, any code for which all errors of magnitude = ¢ are corrected must satisfy
dmin = (2t + 1), and any code for which all errors of magnitude = (r — 1) are
corrected and all errors of magnitude ¢ are detected must satisfy d,,;, = 2t.
Another way of putting the relationship between d;, and ¢ is to say that the
maximum number of guaranteed correctable errors per codeword satisfies

t = Ldmin B 1J
B 2

where | x | means the largest integer not to exceed x (e.g., | 6.3 | = 6). Furthermore,
if we are concerned only with error detection and not error correction, then the
number of errors, 7, that can be detected satisfies

l‘:dmin_1

To see this, consider that if d,,;, errors occur, this could change one valid code-
word into another. Any number of errors less than d,;, can not result in another
valid codeword.

The design of a block code involves a number of considerations.

1. For given values of n and k, we would like the largest possible value of d;,.

2. The code should be relatively easy to encode and decode, requiring minimal
memory and processing time.

3. We would like the number of extra bits, (n — k), to be small, to reduce band-
width.

4. We would like the number of extra bits, (n — k), to be large, to reduce error
rate.

Clearly, the last two objectives are in conflict, and tradeoffs must be made.

It is instructive to examine Figure 6.8, based on [LEBOYS8]. The literature on
error-correcting codes frequently includes graphs of this sort to demonstrate the
effectiveness of various encoding schemes. Recall from Chapter 5 that coding can be
used to reduce the required E;/N, value to achieve a given bit error rate.’ The coding
discussed in Chapter 5 has to do with the definition of signal elements to represent
bits. The coding discussed in this chapter also has an effect on E,/N,. In Figure 6.8,
the curve on the right is for an uncoded modulation system; the shaded region rep-
resents the area in which improvement can be achieved. In this region, a smaller
BER (bit error rate) is achieved for a given E;/N,, and conversely, for a given BER,
a smaller Ej/Nj is required. The other curve is a typical result of a code rate of one-
half (equal number of data and check bits). Note that at an error rate of 10°°, the
use of coding allows a reduction in E,/N, of 2.77 dB. This reduction is referred to as

SE,/N, is the ratio of signal energy per bit to noise power density per Hertz; it is defined and discussed in
Chapter 3.
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Figure 6.8 How Coding Improves System Performance

the coding gain, which is defined as the reduction, in decibels, in the required E/N
to achieve a specified BER of an error-correcting coded system compared to an
uncoded system using the same modulation.

It is important to realize that the BER for the second rate 1/2 curve refers to
the rate of uncorrected errors and that the E;, value refers to the energy per data bit.
Because the rate is 1/2, there are two bits on the channel for each data bit, and the
energy per coded bit is half that of the energy per data bit, or a reduction of 3 dB to
a value of 8 dB. If we look at the energy per coded bit for this system, then we see
that the channel bit error rate is about 2.4 X 1072, or 0.024.

Finally, note that below a certain threshold of E,/N,, the coding scheme actu-
ally degrades performance. In our example of Figure 6.8, the threshold occurs at
about 5.4 dB. Below the threshold, the extra check bits add overhead to the system
that reduces the energy per data bit causing increased errors. Above the threshold,
the error-correcting power of the code more than compensates for the reduced E,,
resulting in a coding gain.

6.5 LINE CONFIGURATIONS

Two characteristics that distinguish various data link configurations are topology
and whether the link is half duplex or full duplex.

Topology

The topology of a data link refers to the physical arrangement of stations on a trans-
mission medium. If there are only two stations (e.g., a terminal and a computer or
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Figure 6.9 Traditional Computer/Terminal Configurations

two computers), the link is point to point. If there are more than two stations, then it
is a multipoint topology. Traditionally, a multipoint link has been used in the case of
a computer (primary station) and a set of terminals (secondary stations). In today’s
environments, the multipoint topology is found in local area networks.

Traditional multipoint topologies are made possible when the terminals are
only transmitting a fraction of the time. Figure 6.9 illustrates the advantages of the
multipoint configuration. If each terminal has a point-to-point link to its computer,
then the computer must have one I/O port for each terminal. Also there is a sepa-
rate transmission line from the computer to each terminal. In a multipoint configu-
ration, the computer needs only a single I/O port and a single transmission line,
which saves costs.

Full Duplex and Half Duplex

Data exchanges over a transmission line can be classified as full duplex or half
duplex. With half-duplex transmission, only one of two stations on a point-to-point
link may transmit at a time. This mode is also referred to as two-way alternate, sug-
gestive of the fact that two stations must alternate in transmitting. This can be
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compared to a one-lane, two-way bridge. This form of transmission is often used for
terminal-to-computer interaction. While a user is entering and transmitting data, the
computer is prevented from sending data to the terminal, which would appear on
the terminal screen and cause confusion.

For full-duplex transmission, two stations can simultaneously send and receive
data from each other. Thus, this mode is known as two-way simultaneous and may be
compared to a two-lane, two-way bridge. For computer-to-computer data exchange,
this form of transmission is more efficient than half-duplex transmission.

With digital signaling, which requires guided transmission, full-duplex opera-
tion usually requires two separate transmission paths (e.g., two twisted pairs), while
half duplex requires only one. For analog signaling, it depends on frequency: If a sta-
tion transmits and receives on the same frequency, it must operate in half-duplex
mode for wireless transmission, although it may operate in full-duplex mode for
guided transmission using two separate transmission lines. If a station transmits on
one frequency and receives on another, it may operate in full-duplex mode for wire-
less transmission and in full-duplex mode with a single line for guided transmission.

It is possible to transmit digital signals simultaneously in both directions on a
single transmission line using a technique called echo cancellation. This is a signal
processing technique whose explanation is beyond the scope of this book.

6.6 RECOMMENDED READING

The classic treatment of error detecting codes and CRC is [PETE61]. [RAMASS] is an excel-
lent tutorial on CRC.

[STALOS] discusses most of the widely used error-correcting codes. [ADAMO91] pro-
vides comprehensive treatment of error-correcting codes. [SKLAO1] contains a clear, well-
written section on the subject. Two useful survey articles are [BERL87] and [BHARS83]. A
quite readable theoretical and mathematical treatment of error-correcting codes is [ASH90].

[FREEO9S] provides good coverage of many physical layer interface standards.
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6.7 KEY TERMS, REVIEW QUESTIONS, AND PROBLEMS

Key Terms
asynchronous transmission error-detecting code interchange circuits
codeword forward error correction (FEC) Integrated Services Digital
cyclic code frame Network (ISDN)
cyclic redundancy check (CRC) | frame check sequence (FCS) modem
EIA-232 full duplex parity bit
error correction half duplex parity check
error-correcting code (ECC) Hamming code point-to-point
error detection Hamming distance synchronous transmission

Review Questions

6.1. How is the transmission of a single character differentiated from the transmission of
the next character in asynchronous transmission?

6.2.  What is a major disadvantage of asynchronous transmission?

6.3. How is synchronization provided for synchronous transmission?

6.4. What is a parity bit?

6.5. What is the CRC?

6.6.  'Why would you expect a CRC to detect more errors than a parity bit?

6.7. List three different ways in which the CRC algorithm can be described.

6.8. Is it possible to design an ECC that will correct some double bit errors but not all
double bit errors? Why or why not?

6.9. 1Inan (n, k) block ECC, what do n and k represent?

Problems

6.1 Suppose a file of 10,000 bytes is to be sent over a line at 2400 bps.

a. Calculate the overhead in bits and time in using asynchronous communication.
Assume one start bit and a stop element of length one bit, and 8 bits to send the
byte itself for each character. The 8-bit character consists of all data bits, with no
parity bit.

b. Calculate the overhead in bits and time using synchronous communication.
Assume that the data are sent in frames. Each frame consists of 1000 characters =
8000 bits and an overhead of 48 control bits per frame.

c. What would the answers to parts (a) and (b) be for a file of 100,000 characters?

d. What would the answers to parts (a) and (b) be for the original file of 10,000 char-
acters except at a data rate of 9600 bps?

6.2 A data source produces 7-bit IRA characters. Derive an expression of the maximum
effective data rate (rate of IRA data bits) over an x-bps line for the following:

a. Asynchronous transmission, with a 1.5-unit stop element and a parity bit.

b. Synchronous transmission, with a frame consisting of 48 control bits and 128 infor-
mation bits. The information field contains 8-bit (parity included) IRA characters.

c. Same as part (b), except that the information field is 1024 bits.

6.3 Demonstrate by example (write down a few dozen arbitrary bit patterns; assume one

start bit and a stop element of length one bit) that a receiver that suffers a framing
error on asynchronous transmission will eventually become realigned.
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Suppose that a sender and receiver use asynchronous transmission and agree
not to use any stop elements. Could this work? If so, explain any necessary conditions.

An asynchronous transmission scheme uses 8 data bits, an even parity bit, and a stop
element of length 2 bits. What percentage of clock inaccuracy can be tolerated at the
receiver with respect to the framing error? Assume that the bit samples are taken at
the middle of the clock period. Also assume that at the beginning of the start bit the
clock and incoming bits are in phase.

Suppose that a synchronous serial data transmission is clocked by two clocks (one at
the sender and one at the receiver) that each have a drift of 1 minute in one year.
How long a sequence of bits can be sent before possible clock drift could cause a
problem? Assume that a bit waveform will be good if it is sampled within 40% of its
center and that the sender and receiver are resynchronized at the beginning of each
frame. Note that the transmission rate is not a factor, as both the bit period and the
absolute timing error decrease proportionately at higher transmission rates.

Would you expect that the inclusion of a parity bit with each character would change
the probability of receiving a correct message?

Two communicating devices are using a single-bit even parity check for error detec-
tion. The transmitter sends the byte 10101010 and, because of channel noise, the
receiver gets the byte 10011010. Will the receiver detect the error? Why or why not?

What is the purpose of using modulo 2 arithmetic rather than binary arithmetic in
computing an FCS?

Consider a frame consisting of two characters of four bits each. Assume that the prob-
ability of bit error is 107 and that it is independent for each bit.

a. What is the probability that the received frame contains at least one error?

b. Now add a parity bit to each character. What is the probability?

Using the CRC-CCITT polynomial, generate the 16-bit CRC code for a message con-
sisting of a 1 followed by 15 Os.

a. Use long division.

b. Use the shift register mechanism shown in Figure 6.6.

Explain in words why the shift register implementation of CRC will result in all Os at
the receiver if there are no errors. Demonstrate by example.

For P = 110011 and M = 11100011, find the CRC.

A CRC is constructed to generate a 4-bit FCS for an 11-bit message. The generator

polynomial is X* + X3 + 1.

a. Draw the shift register circuit that would perform this task (see Figure 6.6).

b. Encode the data bit sequence 10011011100 (leftmost bit is the least significant)
using the generator polynomial and give the codeword.

c. Now assume that bit 7 (counting from the LSB) in the codeword is in error and
show that the detection algorithm detects the error.

a. In a CRC error-detecting scheme, choose P(x) = x* + x + 1. Encode the bits
10010011011.

b. Suppose the channel introduces an error pattern 100010000000000 (i.e., a flip
from 1 to 0 or from O to 1 in position 1 and 5). What is received? Can the error be
detected?

c. Repeat part (b) with error pattern 100110000000000.

A modified CRC procedure is commonly used in communications standards. It is

defined as follows:

X"D(X) + X'L(X) R(X)
P(X) ~C " px)
FCS = L(X) + R(X)
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6.17

6.18

6.19

6.20

6.21
6.22

where
LX)=XB+ X%+ xB+ .. + X +1

and k is the number of bits being checked (address, control, and information fields).
a. Describe in words the effect of this procedure.

b. Explain the potential benefits.

c. Show a shift register implementation for P(X) = X' + X2 + X5 + 1.
Calculate the Hamming pairwise distances among the following codewords:

a. 00000,10101, 01010
b. 000000,010101, 101010, 110110

Section 6.4 discusses block error-correcting codes that make a decision on the
basis of minimum distance. That is, given a code consisting of s equally likely
codewords of length n, for each received sequence v, the receiver selects the
codeword w for which the distance d(w, v) is a minimum. We would like to prove
that this scheme is “ideal” in the sense that the receiver always selects the code-
word for which the probability of w given v, p(w|v), is a maximum. Because all
codewords are assumed equally likely, the codeword that maximizes p(w|v) is the
same as the codeword that maximizes p(v|w).

a. In order that w be received as v, there must be exactly d(w, v) errors in transmis-
sion, and these errors must occur in those bits where w and v disagree. Let 8 be
the probability that a given bit is transmitted incorrectly and » be the length of a
codeword. Write an expression for p(v|w) as a function of 8, d(w, v), and n. Hint:
The number of bits in error is d(w, v) and the number of bits not in error is
n—d(w,v).

b. Now compare p(v|w;) and p(v|w,) for two different codewords w; and w; by cal-
culating p(v|w)/p(vIw,).

c. Assume that 0 < B8 < 0.5 and show that p(v|lw;) > p(vlw,) if and only if
d(v,w;) < d(v, w,). This proves that the codeword w that gives the largest value
of p(v|w) is that word whose distance from v is a minimum.

Section 6.4 states that for a given positive integer ¢, if a code satisfies d,;, = 2t + 1,

then the code can correct all bit errors up to and including errors of ¢ bits. Prove this

assertion. Hint: Start by observing that for a codeword w to be decoded as another

codeword w’, the received sequence must be at least as close to w” as to w.

Note: The remaining problems concern material in Appendix G.

Draw a timing diagram showing the state of all EIA-232 leads between two DTE-
DCE pairs during the course of a data call on the switched telephone network.

Explain the operation of each null modem connection in Figure G.5.

For the V.24/EIA-232 Remote Loopback circuit to function properly, what circuits
must be logically connected?
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“Great and enlightened one,” said Ten-teh, as soon as his stupor was lifted, “has this
person delivered his message competently, for his mind was still a seared vision of
snow and sand and perchance his tongue has stumbled?”

“Bend your ears to the wall,” replied the Emperor, “and be assured.”

—Kai Lung’s Golden Hours, Earnest Bramah

KEY POINTS

e Because of the possibility of transmission errors, and because the
receiver of data may need to regulate the rate at which data arrive, syn-
chronization and interfacing techniques are insufficient by themselves. It
is necessary to impose a layer of control in each communicating device
that provides functions such as flow control, error detection, and error
control. This layer of control is known as a data link control protocol.

¢ Flow control enables a receiver to regulate the flow of data from a
sender so that the receiver’s buffers do not overflow.

e In a data link control protocol, error control is achieved by retrans-
mission of damaged frames that have not been acknowledged or for
which the other side requests a retransmission.

* High-level data link control (HDLC) is a widely used data link con-
trol protocol. It contains virtually all of the features found in other
data link control protocols.

Our discussion so far has concerned sending signals over a transmission link. For
effective digital data communications, much more is needed to control and man-
age the exchange. In this chapter, we shift our emphasis to that of sending data
over a data communications link. To achieve the necessary control, a layer of logic
is added above the physical layer discussed in Chapter 6; this logic is referred to as
data link control or a data link control protocol. When a data link control protocol
is used, the transmission medium between systems is referred to as a data link.

To see the need for data link control, we list some of the requirements and
objectives for effective data communication between two directly connected
transmitting-receiving stations:

* Frame synchronization: Data are sent in blocks called frames. The beginning
and end of each frame must be recognizable. We briefly introduced this topic
with the discussion of synchronous frames (Figure 6.2).

e Flow control: The sending station must not send frames at a rate faster
than the receiving station can absorb them.

e Error control: Bit errors introduced by the transmission system should be
corrected.

* Addressing: On a shared link, such as a local area network (LAN), the
identity of the two stations involved in a transmission must be specified.
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¢ Control and data on same link: It is usually not desirable to have a physi-
cally separate communications path for control information. Accordingly,
the receiver must be able to distinguish control information from the data
being transmitted.

e Link management: The initiation, maintenance, and termination of a sus-
tained data exchange require a fair amount of coordination and coopera-
tion among stations. Procedures for the management of this exchange are
required.

None of these requirements is satisfied by the techniques described in
Chapter 6. We shall see in this chapter that a data link protocol that satisfies these
requirements is a rather complex affair. We begin by looking at two key mecha-
nisms that are part of data link control: flow control and error control. Following
this background we look at the most important example of a data link control
protocol: HDLC (high-level data link control). This protocol is important for two
reasons: First, it is a widely used standardized data link control protocol. Second,
HDLC serves as a baseline from which virtually all other important data link
control protocols are derived. Finally, an appendix to this chapter addresses some
performance issues relating to data link control.

7.1 FLOW CONTROL

Flow control is a technique for assuring that a transmitting entity does not over-
whelm a receiving entity with data. The receiving entity typically allocates a data
buffer of some maximum length for a transfer. When data are received, the receiver
must do a certain amount of processing before passing the data to the higher-level
software. In the absence of flow control, the receiver’s buffer may fill up and over-
flow while it is processing old data.

To begin, we examine mechanisms for flow control in the absence of errors.
The model we will use is depicted in Figure 7.1a, which is a vertical-time sequence
diagram. It has the advantages of showing time dependencies and illustrating the
correct send-receive relationship. Each arrow represents a single frame transiting a
data link between two stations. The data are sent in a sequence of frames, with each
frame containing a portion of the data and some control information. The time it
takes for a station to emit all of the bits of a frame onto the medium is the transmis-
sion time; this is proportional to the length of the frame. The propagation time is the
time it takes for a bit to traverse the link between source and destination. For this
section, we assume that all frames that are transmitted are successfully received; no
frames are lost and none arrive with errors. Furthermore, frames arrive in the same
order in which they are sent. However, each transmitted frame suffers an arbitrary
and variable amount of delay before reception.!

'On a direct point-to-point link, the amount of delay is fixed rather than variable. However, a data link
control protocol can be used over a network connection, such as a circuit-switched or ATM network, in
which case the delay may be variable.
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Source Destination Source Destination
Frame 1 \ Frame 1 \
Frame 1 Frame 1
Frame 2 \ Frame 2 \/
Frame 3 Frame 2 Frame 3
%
=
Frame 4 \ Frame 3 Frame 4 \ Frame 3
Frame 4 Garbled
frame
Frame 5 \ Frame 5 \
Frame 5 Frame 5
(a) Error-free transmission (b) Transmission with

losses and errors

Figure 7.1 Model of Frame Transmission

Stop-and-Wait Flow Control

The simplest form of flow control, known as stop-and-wait flow control, works as
follows. A source entity transmits a frame. After the destination entity receives the
frame, it indicates its willingness to accept another frame by sending back an
acknowledgment to the frame just received. The source must wait until it receives
the acknowledgment before sending the next frame. The destination can thus stop
the flow of data simply by withholding acknowledgment. This procedure works fine
and, indeed, can hardly be improved upon when a message is sent in a few large
frames. However, it is often the case that a source will break up a large block of data
into smaller blocks and transmit the data in many frames. This is done for the fol-
lowing reasons:

e The buffer size of the receiver may be limited.

¢ The longer the transmission, the more likely that there will be an error, neces-
sitating retransmission of the entire frame. With smaller frames, errors are
detected sooner, and a smaller amount of data needs to be retransmitted.

* On a shared medium, such as a LAN; it is usually desirable not to permit one
station to occupy the medium for an extended period, thus causing long delays
at the other sending stations.
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With the use of multiple frames for a single message, the stop-and-wait proce-
dure may be inadequate. The essence of the problem is that only one frame at a time
can be in transit. To explain we first define the bit length of a link as follows:

d
B=RX— 7.1
o (7.1)

where

B = length of the link in bits; this is the number of bits present on the link
at an instance in time when a stream of bits fully occupies the link

R = data rate of the link, in bps

d = length, or distance, of the link in meters

V' = velocity of propagation, in m/s

In situations where the bit length of the link is greater than the frame length,
serious inefficiencies result. This is illustrated in Figure 7.2. In the figure, the trans-
mission time (the time it takes for a station to transmit a frame) is normalized to
one, and the propagation delay (the time it takes for a bit to travel from sender to
receiver) is expressed as the variable a. Thus, we can express a as

a= % (7.2)

where L is the number of bits in the frame (length of the frame in bits).

When a is less than 1, the propagation time is less than the transmission time.
In this case, the frame is sufficiently long that the first bits of the frame have arrived
at the destination before the source has completed the transmission of the frame.

to@j_» @ fo @j @

—_—
t0+a@ |@ t0+l @:Frame @
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Figure 7.2 Stop-and-Wait Link Utilization (transmission time = 1; propagation time = a)
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When a is greater than 1, the propagation time is greater than the transmission time.
In this case, the sender completes transmission of the entire frame before the lead-
ing bits of that frame arrive at the receiver. Put another way, larger values of a are
consistent with higher data rates and/or longer distances between stations. Appen-
dix 7A discusses a and data link performance.

Both parts of Figure 7.2 (a and b) consist of a sequence of snapshots of
the transmission process over time. In both cases, the first four snapshots show the
process of transmitting a frame containing data, and the last snapshot shows the
return of a small acknowledgment frame. Note that for a > 1, the line is always
underutilized and even for a < 1, the line is inefficiently utilized. In essence, for
very high data rates, for very long distances between sender and receiver, stop-and-
wait flow control provides inefficient line utilization.

EXAMPLE 7.1 Consider a 200-m optical fiber link operating at 1 Gbps. The
velocity of propagation of optical fiber is typically about 2 X 10% m/s. Using Equa-
tion (7.1), B = (10° X 200)/(2 X 10%) = 1000 bits. Assume a frame of 1000 octets,
or 8000 bits, is transmitted. Using Equation (7.2),a = (1000/8000) = 0.125. Using
Figure 7.2a as a guide, assume transmission starts at time ¢ = 0. After 1 us (a nor-
malized time of 0.125 frame times), the leading edge (first bit) of the frame has
reached R, and the first 1000 bits of the frame are spread out across the link. At
time ¢ = 8 us, the trailing edge (final bit) of the frame has just been emitted by T,
and the final 1000 bits of the frame are spread out across the link. At ¢t = 9 us,
the final bit of the frame arrives at R. R now sends back an ACK frame.
If we assume the frame transmission time is negligible (very small ACK frame)
and that the ACK is sent immediately, the ACK arrives at T at# = 10 us. At this
point, T can begin transmitting a new frame. The actual transmission time for the
frame was 8 us, but the total time to transmit the first frame and receive and
ACK is 10 us.

Now consider a 1-Mbps link between two ground stations that communicate
via a satellite relay. A geosynchronous satellite has an altitude of roughly 36,000
km. Then B = (10° X 2 X 36,000,000)/(3 X 10%) = 240,000 bits. For a frame
length of 8000 bits,a = (240000/8000) = 30. Using Figure 7.2b as a guide, we can
work through the same steps as before. In this case, it takes 240 ms for the leading
edge of the frame to arrive and an additional 8 ms for the entire frame to arrive.
The ACK arrives back at T atz = 488 ms. The actual transmission time for the first
frame was 8 ms, but the total time to transmit the first frame and receive an ACK
is 488 ms.

Sliding-Window Flow Control

The essence of the problem described so far is that only one frame at a time can be
in transit. In situations where the bit length of the link is greater than the frame
length (a > 1), serious inefficiencies result. Efficiency can be greatly improved by
allowing multiple frames to be in transit at the same time.
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Let us examine how this might work for two stations, A and B, connected via a
full-duplex link. Station B allocates buffer space for W frames. Thus, B can accept W
frames, and A is allowed to send W frames without waiting for any acknowledg-
ments. To keep track of which frames have been acknowledged, each is labeled with
a sequence number. B acknowledges a frame by sending an acknowledgment that
includes the sequence number of the next frame expected. This acknowledgment
also implicitly announces that B is prepared to receive the next W frames, beginning
with the number specified. This scheme can also be used to acknowledge multiple
frames. For example, B could receive frames 2, 3, and 4 but withhold acknowledg-
ment until frame 4 has arrived. By then returning an acknowledgment with
sequence number 5, B acknowledges frames 2, 3, and 4 at one time. A maintains a
list of sequence numbers that it is allowed to send, and B maintains a list of
sequence numbers that it is prepared to receive. Each of these lists can be thought of
as a window of frames. The operation is referred to as sliding-window flow control.

Several additional comments need to be made. Because the sequence number to
be used occupies a field in the frame, it is limited to a range of values. For example, for
a 3-bit field, the sequence number can range from 0 to 7. Accordingly, frames are num-
bered modulo §; that is, after sequence number 7, the next number is 0. In general, for
a k-bit field the range of sequence numbers is 0 through 2¥ — 1, and frames are num-
bered modulo 2¥. As will be shown subsequently, the maximum window size is 28 — 1.

Figure 7.3 is a useful way of depicting the sliding-window process. It assumes
the use of a 3-bit sequence number, so that frames are numbered sequentially from

Frames buffered

until acknowledged __ .
Window of frames

Frames already transmitted that may be transmitted

'.'&123456701234567“'

/ /
Frame Window shrinks from Window expands

sequence Last frame Last frame  trailing edge as from leading edge
number  acknowledged transmitted  frames are sent as ACKSs are received

(a) Sender's perspective

Window of frames
Frames already received that may be accepted

> € >

A

ceel O] 2| 23456710 ]1|2]|3]4]|5]|6]7]--

= —

Window shrinks from Window expands
Last frame Last frame trailing edge as from leading edge
acknowledged Teceived frames are received as ACKs are sent

(b) Receiver's perspective

Figure 7.3 Sliding-Window Depiction
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0 through 7, and then the same numbers are reused for subsequent frames. The
shaded rectangle indicates the frames that may be sent; in this figure, the sender may
transmit five frames, beginning with frame 0. Each time a frame is sent, the shaded
window shrinks; each time an acknowledgment is received, the shaded window
grows. Frames between the vertical bar and the shaded window have been sent but
not yet acknowledged. As we shall see, the sender must buffer these frames in case
they need to be retransmitted.

The window size need not be the maximum possible size for a given
sequence number length. For example, using a 3-bit sequence number, a window
size of 5 could be configured for the stations using the sliding-window flow control
protocol.

EXAMPLE 7.2  An example is shown in Figure 7.4. The example assumes a 3-bit
sequence number field and a maximum window size of seven frames. Initially, A
and B have windows indicating that A may transmit seven frames, beginning with
frame 0 (FO). After transmitting three frames (F0, F1, F2) without acknowledg-
ment, A has shrunk its window to four frames and maintains a copy of the three
transmitted frames. The window indicates that A may transmit four frames, begin-
ning with frame number 3. B then transmits an RR (receive ready) 3, which means
“I have received all frames up through frame number 2 and am ready to receive
frame number 3; in fact, I am prepared to receive seven frames, beginning with
frame number 3.” With this acknowledgment, A is back up to permission to trans-
mit seven frames, still beginning with frame 3; also A may discard the buffered
frames that have now been acknowledged. A proceeds to transmit frames 3, 4, 5,
and 6. B returns RR 4, which acknowledges F3, and allows transmission of F4
through the next instance of F2. By the time this RR reaches A, it has already
transmitted F4, F5, and F6, and therefore A may only open its window to permit
sending four frames beginning with F7.

The mechanism so far described provides a form of flow control: The receiver
must only be able to accommodate seven frames beyond the one it has last acknowl-
edged. Most data link control protocols also allow a station to cut off the flow of
frames from the other side by sending a Receive Not Ready (RNR) message, which
acknowledges former frames but forbids transfer of future frames. Thus, RNR 5
means “I have received all frames up through number 4 but am unable to accept any
more at this time.” At some subsequent point, the station must send a normal
acknowledgment to reopen the window.

So far, we have discussed transmission in one direction only. If two stations
exchange data, each needs to maintain two windows, one for transmit and one for
receive, and each side needs to send the data and acknowledgments to the other. To
provide efficient support for this requirement, a feature known as piggybacking is typ-
ically provided. Each data frame includes a field that holds the sequence number of
that frame plus a field that holds the sequence number used for acknowledgment.
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Figure 7.4 Example of a Sliding-Window Protocol

Thus, if a station has data to send and an acknowledgment to send, it sends both
together in one frame, saving communication capacity. Of course, if a station has an
acknowledgment but no data to send, it sends a separate acknowledgment frame, such
as RR or RNR. If a station has data to send but no new acknowledgment to send, it
must repeat the last acknowledgment sequence number that it sent. This is because the
data frame includes a field for the acknowledgment number, and some value must be
put into that field. When a station receives a duplicate acknowledgment, it simply
ignores it.

Sliding-window flow control is potentially much more efficient than stop-and-
wait flow control. The reason is that, with sliding-window flow control, the transmis-
sion link is treated as a pipeline that may be filled with frames in transit. In contrast,
with stop-and-wait flow control, only one frame may be in the pipe at a time. Appen-
dix 7A quantifies the improvement in efficiency.

EXAMPLE 7.3 Let us consider the use of sliding-window flow control for the
two configurations of Example 7.1. As was calculated in Example 7.1, it takes
10 ws for an ACK to the first frame to be received. It takes 8 us to transmit one
frame, so the sender can transmit one frame and part of a second frame by the
time the ACK to the first frame is received. Thus, a window size of 2 is adequate to
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sender to transmit frames continuously, or a rate of one frame every 8 us. With
stop-and-wait, a rate of only one frame per 10 us is possible.

For the satellite configuration, it takes 488 ms for an ACK to the first frame to
be received. It takes 8 ms to transmit one frame, so the sender can transmit 61
frames by the time the ACK to the first frame is received. With a window field of 6
bits or more, the sender can transmit continuously, or a rate of one frame every 8
ms. If the window size is 7, using a 3-bit window field, then the sender can only send
7 frames and then must wait for an ACK before sending more. In this case, the
sender can transmit at a rate of 7 frames per 488 ms, or about one frame every 70
ms. With stop-and-wait, a rate of only one frame per 488 ms is possible.

7.2 ERROR CONTROL

Error control refers to mechanisms to detect and correct errors that occur in the
transmission of frames. The model that we will use, which covers the typical case, is
illustrated in Figure 7.1b. As before, data are sent as a sequence of frames; frames
arrive in the same order in which they are sent; and each transmitted frame suffers
an arbitrary and potentially variable amount of delay before reception. In addition,
we admit the possibility of two types of errors:

¢ Lost frame: A frame fails to arrive at the other side. For example, a noise burst
may damage a frame to the extent that the receiver is not aware that a frame
has been transmitted.

° Damaged frame: A recognizable frame does arrive, but some of the bits are in
error (have been altered during transmission).
The most common techniques for error control are based on some or all of the
following ingredients:
* Error detection: As discussed in the Chapter 6.

¢ Positive acknowledgment: The destination returns a positive acknowledgment
to successfully received, error-free frames.

* Retransmission after timeout: The source retransmits a frame that has not
been acknowledged after a predetermined amount of time.

* Negative acknowledgment and retransmission: The destination returns a neg-
ative acknowledgment to frames in which an error is detected. The source
retransmits such frames.

Collectively, these mechanisms are all referred to as automatic repeat request
(ARQ); the effect of ARQ is to turn an unreliable data link into a reliable one.
Three versions of ARQ have been standardized:

e Stop-and-wait ARQ
¢ Go-back-N ARQ
e Selective-reject ARQ
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All of these forms are based on the use of the flow control techniques dis-
cussed in Section 7.1. We examine each in turn.

Stop-and-Wait ARQ

Stop-and-wait ARQ is based on the stop-and-wait flow control technique outlined
previously. The source station transmits a single frame and then must await an
acknowledgment (ACK). No other data frames can be sent until the destination sta-
tion’s reply arrives at the source station.

Two sorts of errors could occur. First, the frame that arrives at the destination
could be damaged. The receiver detects this by using the error-detection technique
referred to earlier and simply discards the frame. To account for this possibility, the
source station is equipped with a timer. After a frame is transmitted, the source sta-
tion waits for an acknowledgment. If no acknowledgment is received by the time
that the timer expires, then the same frame is sent again. Note that this method
requires that the transmitter maintain a copy of a transmitted frame until an
acknowledgment is received for that frame.

The second sort of error is a damaged acknowledgment. Consider the follow-
ing situation. Station A sends a frame. The frame is received correctly by station B,
which responds with an acknowledgment (ACK). The ACK is damaged in transit
and is not recognizable by A, which will therefore time out and resend the same
frame. This duplicate frame arrives and is accepted by B. B has therefore accepted
two copies of the same frame as if they were separate. To avoid this problem, frames
are alternately labeled with 0 or 1, and positive acknowledgments are of the form
ACKO and ACKI1. In keeping with the sliding-window convention, an ACKO
acknowledges receipt of a frame numbered 1 and indicates that the receiver is ready
for a frame numbered 0.

Figure 7.5 gives an example of the use of stop-and-wait ARQ, showing the
transmission of a sequence of frames from source A to destination B.> The figure
shows the two types of errors just described. The third frame transmitted by A is lost
or damaged and therefore B does not return an ACK. A times out and retransmits
the frame. Later, A transmits a frame labeled 1 but the ACKO for that frame is lost.
A times out and retransmits the same frame. When B receives two frames in a row
with the same label, it discards the second frame but sends back an ACKO to each.

The principal advantage of stop-and-wait ARQ is its simplicity. Its principal
disadvantage, as discussed in Section 7.1, is that stop-and-wait is an inefficient mech-
anism. The sliding-window flow control technique can be adapted to provide more
efficient line use; in this context, it is sometimes referred to as continuous ARQ.

Go-Back-N ARQ

The form of error control based on sliding-window flow control that is most
commonly used is called go-back-N ARQ. In this method, a station may send a
series of frames sequentially numbered modulo some maximum value. The number
of unacknowledged frames outstanding is determined by window size, using the

This figure indicates the time required to transmit a frame. For simplicity, other figures in this chapter do
not show this time.
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Figure 7.5 Stop-and-Wait ARQ

sliding-window flow control technique. While no errors occur, the destination will
acknowledge incoming frames as usual (RR = receive ready, or piggybacked
acknowledgment). If the destination station detects an error in a frame, it may send
a negative acknowledgment (REJ = reject) for that frame, as explained in the fol-
lowing rules. The destination station will discard that frame and all future incoming
frames until the frame in error is correctly received. Thus, the source station, when it
receives a REJ, must retransmit the frame in error plus all succeeding frames that
were transmitted in the interim.

Suppose that station A is sending frames to station B. After each transmission,
A sets an acknowledgment timer for the frame just transmitted. Suppose that B has
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previously successfully received frame (i — 1) and A has just transmitted frame i.
The go-back-N technique takes into account the following contingencies:

1. Damaged frame. If the received frame is invalid (i.e., B detects an error, or the
frame is so damaged that B does not even perceive that it has received a
frame), B discards the frame and takes no further action as the result of that
frame. There are two subcases:

(a) Within a reasonable period of time, A subsequently sends frame (i + 1). B
receives frame (i + 1) out of order and sends a REJ i. A must retransmit
frame i and all subsequent frames.

(b) A does not soon send additional frames. B receives nothing and returns
neither an RR nor a REJ. When A’s timer expires, it transmits an RR
frame that includes a bit known as the P bit, which is set to 1. B interprets
the RR frame with a P bit of 1 as a command that must be acknowledged
by sending an RR indicating the next frame that it expects, which is frame
i. When A receives the RR, it retransmits frame i. Alternatively, A could
just retransmit frame i when its timer expires.

2. Damaged RR. There are two subcases:

(a) B receives frame i and sends RR (i + 1), which suffers an error in transit.
Because acknowledgments are cumulative (e.g., RR 6 means that all
frames through 5 are acknowledged), it may be that A will receive a subse-
quent RR to a subsequent frame and that it will arrive before the timer
associated with frame i expires.

(b) If A’s timer expires, it transmits an RR command as in Case 1b. It sets
another timer, called the P-bit timer. If B fails to respond to the RR com-
mand, or if its response suffers an error in transit, then A’s P-bit timer will
expire. At this point, A will try again by issuing a new RR command and
restarting the P-bit timer. This procedure is tried for a number of itera-
tions. If A fails to obtain an acknowledgment after some maximum num-
ber of attempts, it initiates a reset procedure.

3. Damaged REJ. If a REJ is lost, this is equivalent to Case 1b.

EXAMPLE 7.4 Figure 7.6a is an example of the frame flow for go-back-N
ARQ. Because of the propagation delay on the line, by the time that an acknowl-
edgment (positive or negative) arrives back at the sending station, it has already
sent at least one additional frame beyond the one being acknowledged. In this
example, frame 4 is damaged. Frames 5 and 6 are received out of order and are
discarded by B. When frame 5 arrives, B immediately sends a REJ 4. When the
REJ to frame 4 is received, not only frame 4 but frames 5 and 6 must be retrans-
mitted. Note that the transmitter must keep a copy of all unacknowledged frames.
Figure 7.6a also shows an example of retransmission after timeout. No acknowl-
edgment is received for frame 5 within the timeout period, so A issues an RR to
determine the status of B.
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Figure 7.6  Sliding-Window ARQ Protocols

In Section 7.1, we mentioned that for a k-bit sequence number field, which pro-
vides a sequence number range of 2%, the maximum window size is limited to 2% — 1.
This has to do with the interaction between error control and acknowledgment.
Consider that if data are being exchanged in both directions, station B must send pig-
gybacked acknowledgments to station A’s frames in the data frames being transmitted
by B, even if the acknowledgment has already been sent. As we have mentioned, this
is because B must put some number in the acknowledgment field of its data frame. As
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an example, assume a 3-bit sequence number (sequence number space = 8). Suppose
a station sends frame 0 and gets back an RR 1 and then sends frames 1,2,3,4,5,6,7,0
and gets another RR 1. This could mean that all eight frames were received correctly
and the RR 1 is a cumulative acknowledgment. It could also mean that all eight
frames were damaged or lost in transit, and the receiving station is repeating its previ-
ous 3RR 1. The problem is avoided if the maximum window size is limited to
7(2°-1).

Selective-Reject ARQ

With selective-reject ARQ, the only frames retransmitted are those that receive a
negative acknowledgment, in this case called SREJ, or those that time out.

EXAMPLE 7.5 Figure 7.6b illustrates this scheme. When frame 5 is received
out of order, B sends a SREJ 4, indicating that frame 4 has not been received.
However, B continues to accept incoming frames and buffers them until a valid
frame 4 is received. At that point, B can place the frames in the proper order for
delivery to higher-layer software.

Selective reject would appear to be more efficient than go-back-N, because it
minimizes the amount of retransmission. On the other hand, the receiver must
maintain a buffer large enough to save post-SREJ frames until the frame in error is
retransmitted and must contain logic for reinserting that frame in the proper
sequence. The transmitter, too, requires more complex logic to be able to send a
frame out of sequence. Because of such complications, select-reject ARQ is much
less widely used than go-back-N ARQ. Selective reject is a useful choice for a satel-
lite link because of the long propagation delay involved.

The window size limitation is more restrictive for selective-reject than for go-
back-N. Consider the case of a 3-bit sequence number size for selective-reject. Allow
a window size of seven, and consider the following scenario [TANEO3]:

Station A sends frames 0 through 6 to station B.

Station B receives all seven frames and cumulatively acknowledges with RR 7.
Because of a noise burst, the RR 7 is lost.

A times out and retransmits frame 0.

ok W=

B has already advanced its receive window to accept frames 7,0, 1,2, 3,4, and
5. Thus it assumes that frame 7 has been lost and that this is a new frame 0,
which it accepts.

The problem with the foregoing scenario is that there is an overlap between
the sending and receiving windows. To overcome the problem, the maximum win-
dow size should be no more than half the range of sequence numbers. In the pre-
ceding scenario, if only four unacknowledged frames may be outstanding, no
confusion can result. In general, for a k-bit sequence number field, which provides a
sequence number range of 2¥, the maximum window size is limited to 2¢71.
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7.3 HIGH-LEVEL DATA LINK CONTROL (HDLC)

The most important data link control protocol is HDLC (ISO 3009, ISO 4335). Not
only is HDLC widely used, but it is the basis for many other important data link
control protocols, which use the same or similar formats and the same mechanisms
as employed in HDLC.

Basic Characteristics

To satisfy a variety of applications, HDLC defines three types of stations, two
link configurations, and three data transfer modes of operation. The three station
types are

¢ Primary station: Responsible for controlling the operation of the link. Frames
issued by the primary are called commands.

e Secondary station: Operates under the control of the primary station. Frames
issued by a secondary are called responses. The primary maintains a separate
logical link with each secondary station on the line.

* Combined station: Combines the features of primary and secondary. A com-
bined station may issue both commands and responses.

The two link configurations are

e Unbalanced configuration: Consists of one primary and one or more sec-
ondary stations and supports both full-duplex and half-duplex transmis-
sion.

¢ Balanced configuration: Consists of two combined stations and supports both
full-duplex and half-duplex transmission.

The three data transfer modes are

* Normal response mode (NRM): Used with an unbalanced configuration. The
primary may initiate data transfer to a secondary, but a secondary may only
transmit data in response to a command from the primary.

¢ Asynchronous balanced mode (ABM): Used with a balanced configuration.
Either combined station may initiate transmission without receiving permis-
sion from the other combined station.

e Asynchronous response mode (ARM): Used with an unbalanced configura-
tion. The secondary may initiate transmission without explicit permission of
the primary. The primary still retains responsibility for the line, including ini-
tialization, error recovery, and logical disconnection.

NRM is used on multidrop lines, in which a number of terminals are connected
to a host computer. The computer polls each terminal for input. NRM is also some-
times used on point-to-point links, particularly if the link connects a terminal or
other peripheral to a computer. ABM is the most widely used of the three modes; it
makes more efficient use of a full-duplex point-to-point link because there is no
polling overhead. ARM is rarely used; it is applicable to some special situations in
which a secondary may need to initiate transmission.
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Frame Structure

HDLC uses synchronous transmission. All transmissions are in the form of frames,
and a single frame format suffices for all types of data and control exchanges.

Figure 7.7 depicts the structure of the HDLC frame. The flag, address, and con-
trol fields that precede the information field are known as a header. The FCS and
flag fields following the data field are referred to as a trailer.

Flag Fields Flag fields delimit the frame at both ends with the unique pattern
01111110. A single flag may be used as the closing flag for one frame and the opening
flag for the next. On both sides of the user-network interface, receivers are continu-
ously hunting for the flag sequence to synchronize on the start of a frame. While
receiving a frame, a station continues to hunt for that sequence to determine the end
of the frame. Because the protocol allows the presence of arbitrary bit patterns (i.e.,
there are no restrictions on the content of the various fields imposed by the link pro-
tocol), there is no assurance that the pattern 01111110 will not appear somewhere
inside the frame, thus destroying synchronization. To avoid this problem, a procedure
known as bit stuffing is used. For all bits between the starting and ending flags, the
transmitter inserts an extra 0 bit after each occurrence of five 1s in the frame. After

Flag Address Control Information FCS Flag

-8 8 8or16 Variable ———=<——160r 32——><—8 —>
bits  extendable

(a) Frame format

12345678 910111213141516 8n
o] [o] 1]

(b) Extended address field

L ]

1 2 3 4 5 6 7 8

I: Information 0 N(S) P/F N(R)

N(S) = Send sequence number

N(R) = Receive sequence number
S: Supervisory 1 0 S P/F N(R) S = Supervisory function bits

M = Unnumbered function bits
U: Unnumbered 11| m |pF M P/F = Poll/final bit

(c) 8-bit control field format

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Information | 0 N(S) P/F N(R)

Supervisory 1 0 S 0|0 O] O0|PF N(R)

(d) 16-bit control field format

Figure 7.7
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Original pattern:
111111111111011111101111110

After bit-stuffing:
1111101111101101111101011111010

Figure 7.8  Bit Stuffing

detecting a starting flag, the receiver monitors the bit stream. When a pattern of five
1s appears, the sixth bit is examined. If this bit is 0, it is deleted. If the sixth bitisa 1
and the seventh bit is a 0, the combination is accepted as a flag. If the sixth and sev-
enth bits are both 1, the sender is indicating an abort condition.

With the use of bit stuffing, arbitrary bit patterns can be inserted into the data
field of the frame. This property is known as data transparency.

Figure 7.8 shows an example of bit stuffing. Note that in the first two cases, the
extra 0 is not strictly necessary for avoiding a flag pattern but is necessary for the
operation of the algorithm.

Address Field The address field identifies the secondary station that transmitted
or is to receive the frame. This field is not needed for point-to-point links but is
always included for the sake of uniformity. The address field is usually 8 bits long
but, by prior agreement, an extended format may be used in which the actual
address length is a multiple of 7 bits. The leftmost bit of each octet is 1 or 0 accord-
ing as it is or is not the last octet of the address field. The remaining 7 bits of each
octet form part of the address. The single-octet address of 11111111 is interpreted as
the all-stations address in both basic and extended formats. It is used to allow the
primary to broadcast a frame for reception by all secondaries.

Control Field HDLC defines three types of frames, each with a different control
field format. Information frames (I-frames) carry the data to be transmitted for the
user (the logic above HDLC that is using HDLC). Additionally, flow and error con-
trol data, using the ARQ mechanism, are piggybacked on an information frame.
Supervisory frames (S-frames) provide the ARQ mechanism when piggybacking is
not used. Unnumbered frames (U-frames) provide supplemental link control func-
tions. The first one or two bits of the control field serves to identify the frame type. The
remaining bit positions are organized into subfields as indicated in Figures 7.7c and d.
Their use is explained in the discussion of HDLC operation later in this chapter.

All of the control field formats contain the poll/final (P/F) bit. Its use depends
on context. Typically, in command frames, it is referred to as the P bit and is set to
1 to solicit (poll) a response frame from the peer HDLC entity. In response frames,
it is referred to as the F bit and is set to 1 to indicate the response frame transmitted
as a result of a soliciting command.

Note that the basic control field for S- and I-frames uses 3-bit sequence num-
bers. With the appropriate set-mode command, an extended control field can be
used for S- and I-frames that employs 7-bit sequence numbers. U-frames always
contain an 8-bit control field.

Information Field The information field is present only in I-frames and some
U-frames. The field can contain any sequence of bits but must consist of an integral
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number of octets. The length of the information field is variable up to some system-
defined maximum.

Frame Check Sequence Field The frame check sequence (FCS) is an error-
detecting code calculated from the remaining bits of the frame, exclusive of flags.
The normal code is the 16-bit CRC-CCITT defined in Section 6.3. An optional
32-bit FCS, using CRC-32, may be employed if the frame length or the line reliabil-
ity dictates this choice.

Operation

HDLC operation consists of the exchange of I-frames, S-frames, and U-frames
between two stations. The various commands and responses defined for these frame
types are listed in Table 7.1. In describing HDLC operation, we will discuss these
three types of frames.

Table 7.1 HDLC Commands and Responses
Name Command/ Description
Response
Information (I) C/R Exchange user data
Supervisory (S)
Receive ready (RR) C/R Positive acknowledgment; ready to receive I-frame
Receive not ready (RNR) C/R Positive acknowledgment; not ready to receive
Reject (REJ) C/R Negative acknowledgment; go back N
Selective reject (SREJ) C/R Negative acknowledgment; selective reject
Unnumbered (U)
Set normal response/extended mode © Set mode; extended = 7-bit sequence numbers
(SNRM/SNRME)
Set asynchronous response/extended C Set mode; extended = 7-bit sequence numbers
mode (SARM/SARME)
Set asynchronous balanced/extended C Set mode; extended = 7-bit sequence numbers
mode (SABM, SABME)
Set initialization mode (SIM) C Initialize link control functions in addressed station
Disconnect (DISC) C Terminate logical link connection
Unnumbered Acknowledgment (UA) R Acknowledge acceptance of one of the set-mode
commands
Disconnected mode (DM) R Responder is in disconnected mode
Request disconnect (RD) R Request for DISC command
Request initialization mode (RIM) R Initialization needed; request for SIM command
Unnumbered information (UT) C/R Used to exchange control information
Unnumbered poll (UP) C Used to solicit control information
Reset (RSET) C Used for recovery; resets N(R), N(S)
Exchange identification (XID) C/R Used to request/report status
Test (TEST) C/R Exchange identical information fields for testing
Frame reject (FRMR) R Report receipt of unacceptable frame
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The operation of HDLC involves three phases. First, one side or another ini-
tializes the data link so that frames may be exchanged in an orderly fashion. Dur-
ing this phase, the options that are to be used are agreed upon. After
initialization, the two sides exchange user data and the control information to
exercise flow and error control. Finally, one of the two sides signals the termina-
tion of the operation.

Initialization Either side may request initialization by issuing one of the six set-
mode commands. This command serves three purposes:

1. It signals the other side that initialization is requested.
2. It specifies which of the three modes (NRM, ABM, ARM) is requested.

3. It specifies whether 3- or 7-bit sequence numbers are to be used.

If the other side accepts this request, then the HDLC module on that end
transmits an unnumbered acknowledged (UA) frame back to the initiating side. If
the request is rejected, then a disconnected mode (DM) frame is sent.

Data Transfer When the initialization has been requested and accepted, then a
logical connection is established. Both sides may begin to send user data in I-
frames, starting with sequence number 0. The N(S) and N(R) fields of the I-frame
are sequence numbers that support flow control and error control. An HDLC
module sending a sequence of I-frames will number them sequentially, modulo 8
or 128, depending on whether 3- or 7-bit sequence numbers are used, and place
the sequence number in N(S). N(R) is the acknowledgment for I-frames received;
it enables the HDLC module to indicate which number I-frame it expects to
receive next.

S-frames are also used for flow control and error control. The receive ready
(RR) frame acknowledges the last I-frame received by indicating the next I-frame
expected. The RR is used when there is no reverse user data traffic (I-frames) to
carry an acknowledgment. Receive not ready (RNR) acknowledges an I-frame, as
with RR, but also asks the peer entity to suspend transmission of I-frames. When the
entity that issued RNR is again ready, it sends an RR. REJ initiates the go-back-N
ARAQ. It indicates that the last I-frame received has been rejected and that retrans-
mission of all I-frames beginning with number N(R) is required. Selective reject
(SREJ) is used to request retransmission of just a single frame.

Disconnect Either HDLC module can initiate a disconnect, either on its own ini-
tiative if there is some sort of fault, or at the request of its higher-layer user. HDLC
issues a disconnect by sending a disconnect (DISC) frame. The remote entity must
accept the disconnect by replying with a UA and informing its layer 3 user that the
connection has been terminated. Any outstanding unacknowledged I-frames may
be lost, and their recovery is the responsibility of higher layers.

Examples of Operation To better understand HDLC operation, several exam-
ples are presented in Figure 7.9. In the example diagrams, each arrow includes a leg-
end that specifies the frame name, the setting of the P/F bit, and, where appropriate,
the values of N(R) and N(S). The setting of the P or F bit is 1 if the designation is
present and 0 if absent.
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Figure 7.9 Examples of HDLC Operation

Figure 7.9a shows the frames involved in link setup and disconnect. The
HDLC protocol entity for one side issues an SABM command to the other side and
starts a timer. The other side, upon receiving the SABM, returns a UA response and
sets local variables and counters to their initial values. The initiating entity receives
the UA response, sets its variables and counters, and stops the timer. The logical
connection is now active, and both sides may begin transmitting frames. Should the
timer expire without a response to an SABM, the originator will repeat the SABM,
as illustrated. This would be repeated until a UA or DM is received or until, after a
given number of tries, the entity attempting initiation gives up and reports failure to
a management entity. In such a case, higher-layer intervention is necessary. The same
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figure (Figure 7.9a) shows the disconnect procedure. One side issues a DISC com-
mand, and the other responds with a UA response.

Figure 7.9b illustrates the full-duplex exchange of I-frames. When an entity
sends a number of I-frames in a row with no incoming data, then the receive
sequence number is simply repeated (e.g., I,1,1;1,2.1 in the A-to-B direction). When
an entity receives a number of [-frames in a row with no outgoing frames, then the
receive sequence number in the next outgoing frame must reflect the cumulative
activity (e.g., I,1,3 in the B-to-A direction). Note that, in addition to I-frames, data
exchange may involve supervisory frames.

Figure 7.9c shows an operation involving a busy condition. Such a condition may
arise because an HDLC entity is not able to process I-frames as fast as they are arriv-
ing, or the intended user is not able to accept data as fast as they arrive in I-frames. In
either case, the entity’s receive buffer fills up and it must halt the incoming flow of
I-frames, using an RNR command. In this example, A issues an RNR, which requires
B to halt transmission of I-frames. The station receiving the RNR will usually poll the
busy station at some periodic interval by sending an RR with the P bit set. This
requires the other side to respond with either an RR or an RNR. When the busy con-
dition has cleared, A returns an RR, and I-frame transmission from B can resume.

An example of error recovery using the REJ command is shown in Figure
7.9d. In this example, A transmits [-frames numbered 3, 4, and 5. Number 4 suffers
an error and is lost. When B receives I-frame number 5, it discards this frame
because it is out of order and sends an REJ with an N(R) of 4. This causes A to ini-
tiate retransmission of [-frames previously sent, beginning with frame 4. A may con-
tinue to send additional frames after the retransmitted frames.

An example of error recovery using a timeout is shown in Figure 7.9¢. In this
example, A transmits [-frame number 3 as the last in a sequence of I-frames. The frame
suffers an error. B detects the error and discards it. However, B cannot send an REJ,
because there is no way to know if this was an I-frame. If an error is detected in a frame,
all of the bits of that frame are suspect, and the receiver has no way to act upon it. A,
however, would have started a timer as the frame was transmitted. This timer has a dura-
tion long enough to span the expected response time. When the timer expires, A initiates
recovery action. This is usually done by polling the other side with an RR command with
the P bit set, to determine the status of the other side. Because the poll demands a
response, the entity will receive a frame containing an N(R) field and be able to pro-
ceed. In this case, the response indicates that frame 3 was lost, which A retransmits.

These examples are not exhaustive. However, they should give the reader a
good feel for the behavior of HDLC.

7.4 RECOMMENDED READING

An excellent and very detailed treatment of flow control and error control is to be found in
[BERT92]. [FIOR95] points out some of the real-world reliability problems with HDLC.

There is a large body of literature on the performance of ARQ link control protocols.
Three classic papers, well worth reading, are [BENE64], [KONHS80], and [BUXS80]. A readable
survey with simplified performance results is [LIN84]. A more recent analysis is [ZORZ96].
Two books with good coverage of link-level performance are [SPRA91] and [WALRYS].

[KLEI92] and [KLEI93] are two key papers that look at the implications of gigabit
data rates on performance.



7.5 / KEY TERMS, REVIEW QUESTIONS, AND PROBLEMS 229

BENE64 Benice, R. “An Analysis of Retransmission Systems.” IEEE Transactions on
Communication Technology, December 1964.

BERT92 Bertsekas, D., and Gallager, R. Data Networks. Englewood Cliffs, NJ: Prentice
Hall, 1992.

BUXS80 Bux, W.;Kummerle, K.; and Truong, H. “Balanced HDLC Procedures: A Perfor-
mance Analysis.” I[EEE Transactions on Communications, November 1980.

FIOR95 Fiorini, D.; Chiani, M.; Tralli, V.; and Salati, C. “Can We Trust HDLC?” ACM
Computer Communications Review, October 1995.

KLEI92 Kleinrock, L. “The Latency/Bandwidth Tradeoff in Gigabit Networks.” IEEE
Communications Magazine, April 1992.

KLEI93 Kleinrock, L. “On the Modeling and Analysis of Computer Networks.”
Proceedings of the IEEE, August 1993.

KONHS80 Konheim,A.“A Queuing Analysis of Two ARQ Protocols.” IEEFE Transactions
on Communications, July 1980.

LIN84 Lin, S.; Costello, D.; and Miller, M. “Automatic-Repeat-Request Error-Control
Schemes.” IEEE Communications Magazine, December 1984.

SPRA91 Spragins, J.; Hammond, J.; and Pawlikowski, K. Telecommunications: Protocols
and Design. Reading, MA: Addison-Wesley, 1991.

WALRY8 Walrand, J. Communication Networks: A First Course. New York: McGraw-
Hill, 1998.

ZORZ96 Zorzi, M., and Rao, R. “On the Use of Renewal Theory in the Analysis of
ARQ Protocols.” IEEE Transactions on Communications, September 1996.

7.5 KEY TERMS, REVIEW QUESTIONS, AND PROBLEMS

Key Terms
automatic repeat request error control high-level data link control
(ARQ) flag field (HDLC)
acknowledgment frame flow control piggybacking
data frame frame selective-reject ARQ
data link frame synchronization sliding-window flow control
data link control protocol go-back-N ARQ stop-and-wait ARQ
data transparency header stop-and-wait flow control
trailer

Review Questions

7.1.  List and briefly define some of the requirements for effective communications over a
data link.

7.2.  Define flow control.

7.3.  Describe stop-and-wait flow control.

7.4. What are reasons for breaking a long data transmission up into a number of frames?
7.5.  Describe sliding-window flow control.

7.6. What is the advantage of sliding-window flow control compared to stop-and-wait
flow control?

7.7.  What is piggybacking?
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7.8.  Define error control.

7.9. List common ingredients for error control for a link control protocol.
7.10.  Describe automatic repeat request (ARQ).
7.11.  List and briefly define three versions of ARQ.
7.12.  What are the station types supported by HDLC? Describe each.
7.13.  What are the transfer modes supported by HDLC? Describe each.
7.14.  What is the purpose of the flag field?
7.15. Define data transparency.
7.16.  What are the three frame types supported by HDLC? Describe each.
Problems

7.1 Consider a half-duplex point-to-point link using a stop-and-wait scheme, in which a
series of messages is sent, with each message segmented into a number of frames.
Ignore errors and frame overhead.

a. What is the effect on line utilization of increasing the message size so that fewer
messages will be required? Other factors remain constant.

b. What is the effect on line utilization of increasing the number of frames for a con-
stant message size?

c. What is the effect on line utilization of increasing frame size?

7.2 The number of bits on a transmission line that are in the process of actively being trans-
mitted (i.e., the number of bits that have been transmitted but have not yet been received)
is referred to as the bit length of the line. Plot the line distance versus the transmission
speed for a bit length of 1000 bits. Assume a propagation velocity of 2 X 10% m/s.

7.3 A channel has a data rate of 4 kbps and a propagation delay of 20 ms. For what range
of frame sizes does stop-and-wait give an efficiency of at least 50% ?

7.4 Consider the use of 1000-bit frames on a 1-Mbps satellite channel with a 270-ms
delay. What is the maximum link utilization for
a. Stop-and-wait flow control?

b. Continuous flow control with a window size of 7?
c. Continuous flow control with a window size of 127?
d. Continuous flow control with a window size of 255?

7.5 In Figure 7.10 frames are generated at node A and sent to node C through node B.
Determine the minimum data rate required between nodes B and C so that the
buffers of node B are not flooded, based on the following:

e The data rate between A and B is 100 kbps.

e The propagation delay is 5 us/km for both lines.

e There are full duplex lines between the nodes.

e All data frames are 1000 bits long; ACK frames are separate frames of negligible
length.

e Between A and B, a sliding-window protocol with a window size of 3 is used.

e Between B and C, stop-and-wait is used.

e There are no errors.
Hint: In order not to flood the buffers of B, the average number of frames enter-
ing and leaving B must be the same over a long interval.

4000 km 1000 km —

Figure 7.10  Configuration for Problem 7.4
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A channel has a data rate of R bps and a propagation delay of ¢ s/km. The distance
between the sending and receiving nodes is L kilometers. Nodes exchange fixed-size
frames of B bits. Find a formula that gives the minimum sequence field size of the
frame as a function of R, t, B, and L.(considering maximum utilization). Assume that
ACK frames are negligible in size and the processing at the nodes is instantaneous.

No mention was made of reject (REJ) frames in the stop-and-wait ARQ discussion.
Why is it not necessary to have REJO and REJ1 for stop-and-wait ARQ?

Suppose that a selective-reject ARQ is used where W = 4. Show, by example, that a
3-bit sequence number is needed.

Using the same assumptions that are used for Figure 7.13 in Appendix 7A, plot line
utilization as a function of P, the probability that a single frame is in error for the fol-
lowing error-control techniques:

a. Stop-and-wait

b. Go-back-N with W =7

c. Go-back-N with W = 127

d. Selective reject with W = 7

e. Selective reject with W = 127

Do all of the preceding for the following values of a: 0.1, 1, 10, 100. Draw conclusions
about which technique is appropriate for various ranges of a.

Two neighboring nodes (A and B) use a sliding-window protocol with a 3-bit
sequence number. As the ARQ mechanism, go-back-N is used with a window size of
4. Assuming A is transmitting and B is receiving, show the window positions for the
following succession of events:

a. Before A sends any frames

b. After A sends frames 0, 1,2 and receives acknowledgment from B for 0 and 1

c. After A sends frames 3,4, and 5 and B acknowledges 4 and the ACK is received

by A

Out-of-sequence acknowledgment cannot be used for selective-reject ARQ. That is, if
frame i is rejected by station X, all subsequent I-frames and RR frames sent by X
must have N(R) = 7 until frame i is successfully received, even if other frames with
N(S) > i are successfully received in the meantime. One possible refinement is the
following: N(R) = j in an I-frame or an RR frame is interpreted to mean that frame
j — 1 and all preceding frames are accepted except for those that have been explicitly
rejected using an SREJ frame. Comment on any possible drawback to this scheme.

The ISO standard for HDLC procedures (ISO 4335) includes the following definitions:
(1) an REJ condition is considered cleared upon the receipt of an incoming I-frame
with an N(S) equal to the N(R) of the outgoing REJ frame; and (2) a SREJ condition is
considered cleared upon the receipt of an I-frame with an N(S) equal to the N(R) of the
SREJ frame. The standard includes rules concerning the relationship between REJ and
SREJ frames. These rules indicate what is allowable (in terms of transmitting REJ and
SREJ frames) if an REJ condition has not yet been cleared and what is allowable if
an SREJ condition has not yet been cleared. Deduce the rules and justify your answer.

Two stations communicate via a 1-Mbps satellite link with a propagation delay of
270 ms. The satellite serves merely to retransmit data received from one station to
another, with negligible switching delay. Using HDLC frames of 1024 bits with 3-bit
sequence numbers, what is the maximum possible data throughput; that is, what is the
throughput of data bits carried in HDLC frames?

It is clear that bit stuffing is needed for the address, data, and FCS fields of an HDLC
frame. Is it needed for the control field?

Because of the provision that a single flag can be used as both an ending and a start-
ing flag, a single bit error can cause problems.

a. Explain how a single bit error can merge two frames into one.
b. Explain how a single bit error can split a single frame into two frames.
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7.16

717

7.18

7.19

7.20

Suggest improvements to the bit stuffing-algorithm to overcome the problems of sin-
gle-bit errors described in the preceding problem.

Using the example bit string of Figure 7.8, show the signal pattern on the line using
NRZ-L coding. Does this suggest a side benefit of bit stuffing?

Assume that the primary HDLC station in NRM has sent six I-frames to a secondary.
The primary’s N(S) count was three (011 binary) prior to sending the six frames. If the
poll bit is on in the sixth frame, what will be the N(R) count back from the secondary
after the last frame? Assume error-free operation.

Consider that several physical links connect two stations. We would like to use a
“multilink HDLC” that makes efficient use of these links by sending frames on a
FIFO basis on the next available link. What enhancements to HDLC are needed?

A World Wide Web server is usually set up to receive relatively small messages from
its clients but to transmit potentially very large messages to them. Explain, then,
which type of ARQ protocol (selective reject, go-back-N) would provide less of a bur-
den to a particularly popular WWW server.

APPENDIX 7A PERFORMANCE ISSUES

In this appendix, we examine some of the performance issues related to the use of sliding-

windo

w flow control.

Stop-and-Wait Flow Control

Let us

determine the maximum potential efficiency of a half-duplex point-to-point line using

the stop-and-wait scheme described in Section 7.1. Suppose that a long message is to be sent
as a sequence of frames F, F,, ..., F,, in the following fashion:

Station S; sends F;.
Station S, sends an acknowledgment.
Station S; sends F,.
Station S, sends an acknowledgment.
Station S; sends F,,.

Station S, sends an acknowledgment.

The total time to send the data, 7, can be expressed as T = nTf, where T is the time to

send one frame and receive an acknowledgment. We can express 7 as follows:

where

TF = tprop + trame T tproc + tprop t laek T tproc

t = propagation time from S; to S,

prop
Itrame = time to transmit a frame (time for the transmitter to send
out all of the bits of the frame)
Iproc = Processing time at each station to react to an incoming event

t,ex = time to transmit an acknowledgment

Let us assume that the processing time is relatively negligible, and that the acknowl-

edgment frame is very small compared to a data frame, both of which are reasonable assump-
tions. Then we can express the total time to send the data as
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T = n(throp + tframe)

Of that time, only n X f4,1 is actually spent transmitting data and the rest is overhead.
The utilization, or efficiency, of the line is

U= 1 X tame _ lframe (7.3)
n(2tprop + tframe) 2tpr0p + Iframe

It is useful to define the parameter a = for0p/tirame (s€€ Figure 7.2). Then

1
U_1+2a

(7.4)

This is the maximum possible utilization of the link. Because the frame contains overhead
bits, actual utilization is lower. The parameter a is constant if both .o, and f;,ne are con-
stants, which is typically the case: Fixed-length frames are often used for all except the last
frame in a sequence, and the propagation delay is constant for point-to-point links.

To get some insight into Equation (7.4), let us derive a different expression for a.

We have

_ Propagation Time

~ Transmission Time (75
The propagation time is equal to the distance d of the link divided by the velocity of propa-
gation V. For unguided transmission through air or space, V is the speed of light, approxi-
mately 3 X 10% m/s. For guided transmission, V is approximately 0.67 times the speed of light
for optical fiber and copper media. The transmission time is equal to the length of the frame
in bits, L, divided by the data rate R. Therefore,

L _dv _Rd
LIR ™~ VL

Thus, for fixed-length frames, a is proportional to the data rate times the length of the
medium. A useful way of looking at a is that it represents the length of the medium in bits
[R X (d/v)] compared to the frame length (L).

With this interpretation in mind, Figure 7.2 illustrates Equation (7.4). In this figure,
transmission time is normalized to 1 and hence the propagation time, by Equation (7.5), is a.
For the case of a < 1, the link’s bit length is less than that of the frame. The station T begins
transmitting a frame at time #,. At ty + a, the leading edge of the frame reaches the receiving
station R, while T is still in the process of transmitting the frame. At ¢y + 1, T completes trans-
mission. At 5 + 1 + a, R has received the entire frame and immediately transmits a small
acknowledgment frame. This acknowledgment arrives back at T at#, + 1 + 2a. Total elapsed
time: 1 + 2a. Total transmission time: 1. Hence utilization is 1/(1 + 2a). The same result is
achieved with a > 1, as illustrated in Figure 7.2.

EXAMPLE 7.6 First, consider a wide area network (WAN) using ATM (asyn-
chronous transfer mode, described in Part Three), with the two stations a thou-
sand kilometers apart. The standard ATM frame size (called a cell) is 424 bits
and one of the standardized data rates is 155.52 Mbps. Thus, transmission time
equals 424/(155.52 X 10%) = 2.7 X 1075 seconds. If we assume an optical fiber
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link, then the propagation time is (10° meters)/(2 X 108 m/s) = 0.5 X 102 seconds.
Thus, a = (0.5 X 1072)/(2.7 X 107%) ~ 1850, and efficiency is only
1/3701 = 0.00027.

At the other extreme, in terms of distance, is the local area network (LAN).
Distances range from 0.1 to 10 km, with data rates of 10 Mbps to 1 Gbps; higher
data rates tend to be associated with shorter distances. Using a value of
V =2 X 10% m/s, a frame size of 1000 bits, and a data rate of 10 Mbps, the value
of a is in the range of 0.005 to 0.5. This yields a utilization in the range of 0.5 to
0.99. For a 100-Mbps LAN, given the shorter distances, comparable utilizations
are possible.

We can see that LANs are typically quite efficient, whereas high-speed
WANSs are not. As a final example, let us consider digital data transmission via
modem over a voice-grade line. A typical data rate is 56 kbps. Again, let us con-
sider a 1000-bit frame. The link distance can be anywhere from a few tens of
meters to thousands of kilometers. If we pick, say, as a short distance d = 1000 m,
then a = (56,000 bps X 1000 m) /(2 X 10® m/s X 1000 bits) =2.8 X 10™*, and utiliza-
tion is effectively 1.0. Even in a long-distance case, such as d = 5000 km, we have
a = (56,000 X 5 X 10°)/(2 x 10% X 1000 bits) = 1.4 and efficiency equals 0.26.

Error-Free Sliding-Window Flow Control

For sliding-window flow control, the throughput on the line depends on both the window
size W and the value of a. For convenience, let us again normalize frame transmission time
to a value of 1; thus, the propagation time is a. Figure 7.11 illustrates the efficiency of a full
duplex point-to-point line.? Station A begins to emit a sequence of frames at time ¢ = 0.
The leading edge of the first frame reaches station B at ¢ = a. The first frame is entirely
absorbed by ¢ = a + 1. Assuming negligible processing time, B can immediately acknowl-
edge the first frame (ACK). Let us also assume that the acknowledgment frame is so small
that transmission time is negligible. Then the ACK reaches A at t = 2a + 1. To evaluate
performance, we need to consider two cases:

e Case 1: W = 2a + 1. The acknowledgment for frame 1 reaches A before A has
exhausted its window. Thus, A can transmit continuously with no pause and normalized
throughput is 1.0.

e Case 2: W < 2a + 1. A exhausts its window at + = W and cannot send additional
frames untilt = 2a + 1. Thus, normalized throughput is W time units out of a period of
(2a + 1) time units.

Therefore, we can express the utilization as
1 W =2a+1
U = w
2a + 1

(7.6)

W <2a+1

3For simplicity, we assume that a is an integer, so that an integer number of frames exactly fills the line.
The argument does not change for noninteger values of a.
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Figure 7.11 Timing of Sliding-Window Protocol

Typically, the sequence number is provided for in an n-bit field and the maximum
window size is W = 2" — 1 (not 2"; this is explained in Section 7.2). Figure 7.12 shows the
maximum utilization achievable for window sizes of 1,7, and 127 as a function of a. A window
size of 1 corresponds to stop and wait. A window size of 7 (3 bits) is adequate for many
applications. A window size of 127 (7 bits) is adequate for larger values of a, such as may be
found in high-speed WANSs.
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Utilization

1.0

Figure 7.12  Sliding-Window Ultilization as a Function of a

ARQ

We have seen that sliding-window flow control is more efficient than stop-and-wait
flow control. We would expect that when error control functions are added that this
would still be true: that is, that go-back-N and selective-reject ARQ are more efficient
than stop-and-wait ARQ. Let us develop some approximations to determine the
degree of improvement to be expected.

First, consider stop-and-wait ARQ. With no errors, the maximum utilization is
1/(1 + 2a) as shown in Equation (7.4). We want to account for the possibility that some
frames are repeated because of bit errors. To start, note that the utilization U can be
defined as

U=— (7.7

where

Ty = time for transmitter to emit a single frame
T, = total time that line is engaged in the transmission of a single frame
For error-free operation using stop-and-wait ARQ,
T,
ve_
Ty + 2T,
where T), is the propagation time. Dividing by 7 and remembering that a = T,/Ty, we
again have Equation (7.4). If errors occur, we must modify Equation (7.7) to
T,
f

U =
NT,
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where N, is the expected number of transmissions of a frame. Thus, for stop-and-wait ARQ,
we have
_ 1
U_Mm+m)

A simple expression for N, can be derived by considering the probability P that a single frame is
in error. If we assume that ACKs and NAKSs are never in error, the probability that it will take
exactly k attempts to transmit a frame successfully is P*"'(1 — P). That is, we have (k — 1)
unsuccessful attempts followed by one successful attempt; the probability of this occurring is just
the product of the probability of the individual events occurring. Then*

N, = E[transmissions] = > (i X Pr[i transmissions]) = > (iP'"!(1 - P)) = 1-p
=1 = -
So we have
1-P

Stop-and Wait: U=
op-and Wai 1+ 2a
For the sliding-window protocol, Equation (7.6) applies for error-free operation. For
selective-reject ARQ, we can use the same reasoning as applied to stop-and-wait ARQ. That is,
the error-free equations must be divided by N,. Again, N, = 1/(1 — P). So

1-P W =2a+1
Selective Reject: U = wa-»p) W <2a+1
2a +1

The same reasoning applies for go-back-N ARQ, but we must be more careful in
approximating N,. Each error generates a requirement to retransmit K frames rather than
just one frame. Thus

N, = E[number of transmitted frames to successfully transmit one frame]
= 2P = P)
i=

where f(i) is the total number of frames transmitted if the original frame must be transmitted
i times. This can be expressed as
fliy=1+ (i — 1)K
=(1-K)+ Ki
Substituting yields®

N, =(1- K)iPH(l - P)+ KiiPi"(l - P)
i=1 i=1

=1-K+
1-p
_1-P+KP
1-P

By studying Figure 7.11, the reader should conclude that K is approximately equal to
(2a + 1) for W = (2a + 1),and K = W for W < (2a + 1). Thus

#This derivation uses the equality > (iX'"!) = 7(1 X7 for(-1 < X <1).
= -

1
for (-1 < X <1).
— for )

%
5 This derivation uses the equality >, X'~ = 1
=



238 CHAPTER 7 / DATA LINK CONTROL PROTOCOLS

1-P
1+ 2aP
W(l — P)

(2a + 1)(1 — P + WP)

W=2a+1
Go-back-N: U=
W <2a+1

Note that for W = 1, both selective-reject and go-back-N ARQ reduce to stop and wait.
Figure 7.13° compares these three error control techniques for a value of P = 107>, This
figure and the equations are only approximations. For example, we have ignored errors in
acknowledgment frames and, in the case of go-back-N, errors in retransmitted frames other
than the frame initially in error. However, the results do give an indication of the relative
performance of the three techniques.

1.0
0.8 W = 127 Go-back-N
W =127
Selective-reject
L 06 /
2 W =7 Go-back-N &
3 W = 7 Selective-reject
S
0.4
020 Stop-and-wait
0.0 I 1 1 1 ) I I 1
0.1 1 10 100 1000

Figure 7.13  ARQ Utilization as a Function of a (P =10")

®For W = 7, the curves for go-back-N and selective-reject are so close that they appear to be identical in
the figure.
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It was impossible to get a conversation going, everybody was talking too much.

Yogi Berra

KEY POINTS

e To make efficient use of high-speed telecommunications lines, some
form of multiplexing is used. Multiplexing allows several transmission
sources to share a larger transmission capacity. The two common
forms of multiplexing are frequency division multiplexing (FDM) and
time division multiplexing (TDM).

* Frequency division multiplexing can be used with analog signals. A
number of signals are carried simultaneously on the same medium by
allocating to each signal a different frequency band. Modulation equip-
ment is needed to move each signal to the required frequency band, and
multiplexing equipment is needed to combine the modulated signals.

*  Synchronous time division multiplexing can be used with digital signals
or analog signals carrying digital data. In this form of multiplexing, data
from various sources are carried in repetitive frames. Each frame consists
of a set of time slots, and each source is assigned one or more time slots
per frame. The effect is to interleave bits of data from the various sources.

e Statistical time division multiplexing provides a generally more effi-
cient service than synchronous TDM for the support of terminals.
With statistical TDM, time slots are not preassigned to particular data
sources. Rather, user data are buffered and transmitted as rapidly as
possible using available time slots.

In Chapter 7, we described efficient techniques for utilizing a data link under
heavy load. Specifically, with two devices connected by a point-to-point link, it is
generally desirable to have multiple frames outstanding so that the data link does
not become a bottleneck between the stations. Now consider the opposite prob-
lem. Typically, two communicating stations will not utilize the full capacity of a
data link. For efficiency, it should be possible to share that capacity. A generic
term for such sharing is multiplexing.

A common application of multiplexing is in long-haul communications.
Trunks on long-haul networks are high-capacity fiber, coaxial, or microwave
links. These links can carry large numbers of voice and data transmissions simul-
taneously using multiplexing.

Figure 8.1 depicts the multiplexing function in its simplest form. There are n
inputs to a multiplexer. The multiplexer is connected by a single data link to a
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Figure 8.1 Multiplexing

demultiplexer. The link is able to carry n separate channels of data. The multi-
plexer combines (multiplexes) data from the » input lines and transmits over a
higher-capacity data link. The demultiplexer accepts the multiplexed data stream,
separates (demultiplexes) the data according to channel, and delivers data to the
appropriate output lines.

The widespread use of multiplexing in data communications can be
explained by the following:

e The higher the data rate, the more cost-effective the transmission facility.
That is, for a given application and over a given distance, the cost per kbps
declines with an increase in the data rate of the transmission facility. Simi-
larly, the cost of transmission and receiving equipment, per kbps, declines
with increasing data rate.

* Most individual data communicating devices require relatively modest
data rate support. For example, for many terminal and personal computer
applications that do not involve Web access or intensive graphics, a data
rate of between 9600 bps and 64 kbps is generally adequate.

The preceding statements were phrased in terms of data communicating
devices. Similar statements apply to voice communications. That is, the greater
the capacity of a transmission facility, in terms of voice channels, the less the cost
per individual voice channel, and the capacity required for a single voice channel
is modest.

This chapter concentrates on three types of multiplexing techniques. The
first, frequency division multiplexing (FDM), is the most heavily used and is
familiar to anyone who has ever used a radio or television set. The second is a
particular case of time division multiplexing (TDM) known as synchronous
TDM. This is commonly used for multiplexing digitized voice streams and data
streams. The third type seeks to improve on the efficiency of synchronous TDM
by adding complexity to the multiplexer. It is known by a variety of names,
including statistical TDM, asynchronous TDM, and intelligent TDM. This book
uses the term statistical TDM, which highlights one of its chief properties. Finally,
we look at the digital subscriber line, which combines FDM and synchronous
TDM technologies.

241
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8.1 FREQUENCY DIVISION MULTIPLEXING

Characteristics

FDM is possible when the useful bandwidth of the transmission medium exceeds the
required bandwidth of signals to be transmitted. A number of signals can be carried
simultaneously if each signal is modulated onto a different carrier frequency and the
carrier frequencies are sufficiently separated that the bandwidths of the signals do
not significantly overlap. A general case of FDM is shown in Figure 8.2a. Six signal

)
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Channel 4
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Channel 6
Channel 5
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Channel 1
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3¢

(b) Time division multiplexing

Figure 8.2 FDM and TDM
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sources are fed into a multiplexer, which modulates each signal onto a different fre-
quency (fi, ..., fs). Each modulated signal requires a certain bandwidth centered on
its carrier frequency, referred to as a channel. To prevent interference, the channels
are separated by guard bands, which are unused portions of the spectrum.

The composite signal transmitted across the medium is analog. Note, however,
that the input signals may be either digital or analog. In the case of digital input, the
input signals must be passed through modems to be converted to analog. In either
case, each input analog signal must then be modulated to move it to the appropriate
frequency band.

EXAMPLE 8.1 A familiar example of FDM is broadcast and cable television.
The television signal discussed in Chapter 3 fits comfortably into a 6-MHz
bandwidth. Figure 8.3 depicts the transmitted TV signal and its bandwidth. The
black-and-white video signal is AM modulated on a carrier signal f,. Because
the baseband video signal has a bandwidth of 4 MHz, we would expect the mod-
ulated signal to have a bandwidth of 8 MHz centered on f,,. To conserve band-
width, the signal is passed through a sideband filter so that most of the lower
sideband is suppressed. The resulting signal extends from about f., — 0.75 MHz
to f., + 42 MHz. A separate color carrier, f., is used to transmit color informa-
tion. This is spaced far enough from f,, that there is essentially no interference.
Finally, the audio portion of the signal is modulated on f,,, outside the effective
bandwidth of the other two signals. A bandwidth of 50 kHz is allocated for the
audio signal. The composite signal fits into a 6-MHz bandwidth with the video,
color, and audio signal carriers at 1.25 MHz,4.799545 MHz, and 5.75 MHz above
the lower edge of the band, respectively. Thus, multiple TV signals can be fre-
quency division multiplexed on a CATYV cable, each with a bandwidth of 6 MHz.
Given the enormous bandwidth of coaxial cable (as much as 500 MHz), dozens
of TV signals can be simultaneously carried using FDM. Of course, using radio-
frequency propagation through the atmosphere is also a form of FDM.

A generic depiction of an FDM system is shown in Figure 8.4. A number of analog
or digital signals [m;(t),i = 1, n] are to be multiplexed onto the same transmission
medium. Each signal m;(t) is modulated onto a carrier f;; because multiple carriers are
to be used, each is referred to as a subcarrier. Any type of modulation may be used. The
resulting analog, modulated signals are then summed to produce a composite baseband'
signal m,(t). Figure 8.4b shows the result. The spectrum of signal m;(t) is shifted to
be centered on f;. For this scheme to work, f; must be chosen so that the bandwidths
of the various signals do not significantly overlap. Otherwise, it will be impossible to
recover the original signals.

The composite signal may then be shifted as a whole to another carrier
frequency by an additional modulation step. We will see examples of this later.
This second modulation step need not use the same modulation technique as the first.

IThe term baseband is used to designate the band of frequencies of the signal delivered by the source and
potentially used as a modulating signal. Typically, the spectrum of a baseband signal is significant in a
band that includes or is in the vicinity of f = 0.
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Figure 8.3 Transmitted TV Signal

The FDM signal s(¢) has a total bandwidth B, where B > >i_;B;. This analog
signal may be transmitted over a suitable medium. At the receiving end, the FDM
signal is demodulated to retrieve m,(t), which is then passed through n bandpass
filters, each filter centered on f; and having a bandwidth B;, for 1 = i < n. In this
way, the signal is again split into its component parts. Each component is then
demodulated to recover the original signal.

EXAMPLE 8.2 Let us consider a simple example of transmitting three voice
signals simultaneously over a medium. As was mentioned, the bandwidth of a
voice signal is generally taken to be 4 kHz, with an effective spectrum of 300 to
3400 Hz (Figure 8.5a).If such a signal is used to amplitude-modulate a 64-kHz
carrier, the spectrum of Figure 8.5b results. The modulated signal has a bandwidth
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of 8 kHz, extending from 60 to 68 kHz. To make efficient use of bandwidth, we
elect to transmit only the lower sideband. If three voice signals are used to mod-
ulate carriers at 64, 68, and 72 kHz, and only the lower sideband of each is taken,
the spectrum of Figure 8.5c results.

Figure 8.5 points out two problems that an FDM system must cope with. The
first is crosstalk, which may occur if the spectra of adjacent component signals over-
lap significantly. In the case of voice signals, with an effective bandwidth of only
3100 Hz (300 to 3400), a 4-kHz bandwidth is adequate. The spectra of signals pro-
duced by modems for voiceband transmission also fit well in this bandwidth.

my(f) Subcarrier modulator 51(2)
N1
my(t) Subcarrier modulator
) Transmitter s
. Je
L]
o Composite baseband FDM signal
dulati ignal
m,(?) |Subcarrier modulator mocwiating signa
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(b) Spectrum of composite baseband modulating signal

51(2) my(t)
Bandpass filter, f; Demodulator, f;
55(2) my(f)
Bandpeass filter, f, Demodulator, f,
s(9) Main my(f)

receiver d
°

FDM signal ~ Composite baseband 5,(8) m,(0)
signal Bandpass filter, f, Demodulator, f,

(c) Receiver

Figure 8.4 FDM System [COUCO01]
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(c¢) Spectrum of composite signal using subcarriers at 64 kHz, 68 kHz, and 72 kHz
Figure 8.5 FDM of Three Voiceband Signals

Another potential problem is intermodulation noise, which was discussed in
Chapter 3. On a long link, the nonlinear effects of amplifiers on a signal in one chan-
nel could produce frequency components in other channels.

Analog Carrier Systems

The long-distance carrier system provided in the United States and throughout the
world is designed to transmit voiceband signals over high-capacity transmission
links, such as coaxial cable and microwave systems. The earliest, and still a very com-
mon, technique for utilizing high-capacity links is FDM. In the United States, AT&T
has designated a hierarchy of FDM schemes to accommodate transmission systems
of various capacities. A similar, but unfortunately not identical, system has been
adopted internationally under the auspices of ITU-T (Table 8.1).

At the first level of the AT&T hierarchy, 12 voice channels are combined to
produce a group signal with a bandwidth of 12 X 4 kHz = 48 kHz, in the range 60
to 108 kHz. The signals are produced in a fashion similar to that described previ-
ously, using subcarrier frequencies of from 64 to 108 kHz in increments of 4 kHz.
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Table 8.1 North American and International FDM Carrier Standards
Number of Voice | Bandwidth | Spectrum AT&T ITU-T
Channels
12 48 kHz 60-108 kHz Group Group
60 240 kHz 312-552 kHz Supergroup Supergroup
300 1.232 MHz 812-2044 kHz Mastergroup
600 2.52 MHz 564-3084 kHz Mastergroup
900 3.872 MHz 8.516-12.388 MHz Supermaster group
N X 600 Mastergroup multiplex
3,600 16.984 MHz 0.564-17.548 MHz Jumbogroup
10,800 57.442 MHz 3.124-60.566 MHz Jumbogroup multiplex

The next basic building block is the 60-channel supergroup, which is formed by fre-
quency division multiplexing five group signals. At this step, each group is treated as
a single signal with a 48-kHz bandwidth and is modulated by a subcarrier. The
subcarriers have frequencies from 420 to 612 kHz in increments of 48 kHz. The
resulting signal occupies 312 to 552 kHz.

There are several variations to supergroup formation. Each of the five inputs
to the supergroup multiplexer may be a group channel containing 12 multiplexed
voice signals. In addition, any signal up to 48 kHz wide whose bandwidth is con-
tained within 60 to 108 kHz may be used as input to the supergroup multiplexer. As
another variation, it is possible to combine 60 voiceband channels into a super-
group. This may reduce multiplexing costs where an interface with existing group
multiplexer is not required.

The next level of the hierarchy is the mastergroup, which combines 10 super-
group inputs. Again, any signal with a bandwidth of 240 kHz in the range 312 to
552 kHz can serve as input to the mastergroup multiplexer. The mastergroup has a
bandwidth of 2.52 MHz and can support 600 voice frequency (VF) channels. Higher-
level multiplexing is defined above the mastergroup, as shown in Table 8.1.

Note that the original voice or data signal may be modulated many times. For
example, a data signal may be encoded using QPSK to form an analog voice signal. This
signal could then be used to modulate a 76-kHz carrier to form a component of a group
signal. This group signal could then be used to modulate a 516-kHz carrier to form a
component of a supergroup signal. Each stage can distort the original data; this is so, for
example, if the modulator/multiplexer contains nonlinearities or introduces noise.

Wavelength Division Multiplexing

The true potential of optical fiber is fully exploited when multiple beams of light at
different frequencies are transmitted on the same fiber. This is a form of frequency
division multiplexing (FDM) but is commonly called wavelength division multiplex-
ing (WDM). With WDM, the light streaming through the fiber consists of many col-
ors, or wavelengths, each carrying a separate channel of data. In 1997, a landmark
was reached when Bell Laboratories was able to demonstrate a WDM system with
100 beams each operating at 10 Gbps, for a total data rate of 1 trillion bits per second
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Table 8.2 ITU WDM Channel Spacing (G.692)

Frequency (THz) Wavelength in 50 GHz 100 GHz 200 GHz
Vacuum (nm)

196.10 1528.77 X X X
196.05 1529.16 X

196.00 1529.55 X X

195.95 1529.94 X

195.90 1530.33 X X X
195.85 1530.72 X

195.80 1531.12 X X

195.75 1531.51 X

195.70 1531.90 X X X
195.65 1532.29 X

195.60 1532.68 X X

192.10 1560.61 X X X

(also referred to as 1 terabit per second or 1 Tbps). Commercial systems with 160
channels of 10 Gbps are now available. In a lab environment, Alcatel has carried 256
channels at 39.8 Gbps each, a total of 10.1 Tbps, over a 100-km span.

A typical WDM system has the same general architecture as other FDM systems.
A number of sources generate a laser beam at different wavelengths. These are sent to
a multiplexer, which consolidates the sources for transmission over a single fiber line.
Optical amplifiers, typically spaced tens of kilometers apart, amplify all of the wave-
lengths simultaneously. Finally, the composite signal arrives at a demultiplexer, where
the component channels are separated and sent to receivers at the destination point.

Most WDM systems operate in the 1550-nm range. In early systems, 200 GHz
was allocated to each channel, but today most WDM systems use 50-GHz spacing.
The channel spacing defined in ITU-T G.692, which accommodates 80 50-GHz
channels, is summarized in Table 8.2.

The term dense wavelength division multiplexing (DWDM) is often seen in
the literature. There is no official or standard definition of this term. The term con-
notes the use of more channels, more closely spaced, than ordinary WDM. In gen-
eral, a channel spacing of 200 GHz or less could be considered dense.

8.2 SYNCHRONOUS TIME DIVISION MULTIPLEXING

Characteristics

Synchronous time division multiplexing is possible when the achievable data rate
(sometimes, unfortunately, called bandwidth) of the medium exceeds the data rate
of digital signals to be transmitted. Multiple digital signals (or analog signals carry-
ing digital data) can be carried on a single transmission path by interleaving por-
tions of each signal in time. The interleaving can be at the bit level or in blocks of
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bytes or larger quantities. For example, the multiplexer in Figure 8.2b has six inputs
that might each be, say, 9.6 kbps. A single line with a capacity of at least 57.6 kbps
(plus overhead capacity) could accommodate all six sources.

A generic depiction of a synchronous TDM system is provided in Figure 8.6. A
number of signals [m;(¢), i = 1, n] are to be multiplexed onto the same transmission
medium. The signals carry digital data and are generally digital signals. The incoming
data from each source are briefly buffered. Each buffer is typically one bit or one
character in length. The buffers are scanned sequentially to form a composite digital
data stream m(t). The scan operation is sufficiently rapid so that each buffer is emp-
tied before more data can arrive. Thus, the data rate of m(¢) must at least equal the
sum of the data rates of the m;(¢). The digital signal m.(¢) may be transmitted

my(f) my(t)
e Buffer

my(f)
Buffer s®)
/ Modem /
TDM stream Modulated
m,(f) But TDM stream
uffer
(a) Transmitter
Frame Frame

1 2 N 1|2 n
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(b) TDM frames

m(?)
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. my(?)

s(0) m® [ sean Buffer —
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/ e

Modulated TDM stream
TDM stream my(t)
Buffer

(c) Receiver

Figure 8.6 Synchronous TDM System
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directly, or passed through a modem so that an analog signal is transmitted. In either
case, transmission is typically synchronous.

The transmitted data may have a format something like Figure 8.6b. The data
are organized into frames. Each frame contains a cycle of time slots. In each frame,
one or more slots are dedicated to each data source. The sequence of slots dedicated
to one source, from frame to frame, is called a channel. The slot length equals the
transmitter buffer length, typically a bit or a byte (character).

The byte-interleaving technique is used with asynchronous and synchronous
sources. Each time slot contains one character of data. Typically, the start and stop
bits of each character are eliminated before transmission and reinserted by the
receiver, thus improving efficiency. The bit-interleaving technique is used with syn-
chronous sources and may also be used with asynchronous sources. Each time slot
contains just one bit.

At the receiver, the interleaved data are demultiplexed and routed to the
appropriate destination buffer. For each input source m;(¢), there is an identical out-
put destination that will receive the output data at the same rate at which it was
generated.

Synchronous TDM is called synchronous not because synchronous transmis-
sion is used, but because the time slots are preassigned to sources and fixed. The
time slots for each source are transmitted whether or not the source has data to
send. This is, of course, also the case with FDM. In both cases, capacity is wasted to
achieve simplicity of implementation. Even when fixed assignment is used, however,
it is possible for a synchronous TDM device to handle sources of different data
rates. For example, the slowest input device could be assigned one slot per cycle,
while faster devices are assigned multiple slots per cycle.

TDM Link Control

The reader will note that the transmitted data stream depicted in Figure 8.6b does
not contain the headers and trailers that we have come to associate with synchronous
transmission. The reason is that the control mechanisms provided by a data link pro-
tocol are not needed. It is instructive to ponder this point, and we do so by consider-
ing two key data link control mechanisms: flow control and error control. It should be
clear that, as far as the multiplexer and demultiplexer (Figure 8.1) are concerned,
flow control is not needed. The data rate on the multiplexed line is fixed, and the mul-
tiplexer and demultiplexer are designed to operate at that rate. But suppose that one
of the individual output lines attaches to a device that is temporarily unable to accept
data. Should the transmission of TDM frames cease? Clearly not, because the
remaining output lines are expecting to receive data at predetermined times. The
solution is for the saturated output device to cause the flow of data from the corre-
sponding input device to cease. Thus, for a while, the channel in question will carry
empty slots, but the frames as a whole will maintain the same transmission rate.

The reasoning for error control is the same. It would not do to request retrans-
mission of an entire TDM frame because an error occurs on one channel. The
devices using the other channels do not want a retransmission nor would they know
that a retransmission has been requested by some other device on another channel.
Again, the solution is to apply error control on a per-channel basis.
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Figure 8.7 Use of Data Link Control on TDM Channels

Flow control and error control can be provided on a per-channel basis
by using a data link control protocol such as HDLC on a per-channel basis. A
simplified example is shown in Figure 8.7. We assume two data sources, each using
HDLC. One is transmitting a stream of HDLC frames containing three octets of
data each, and the other is transmitting HDLC frames containing four octets of
data. For clarity, we assume that character-interleaved multiplexing is used,
although bit interleaving is more typical. Notice what is happening. The octets of the
HDLC frames from the two sources are shuffled together for transmission over the
multiplexed line. The reader may initially be uncomfortable with this diagram,
because the HDLC frames have lost their integrity in some sense. For example, each
frame check sequence (FCS) on the line applies to a disjointed set of bits. Even the
FCS is not in one piece. However, the pieces are reassembled correctly before they
are seen by the device on the other end of the HDLC protocol. In this sense, the mul-
tiplexing/demultiplexing operation is transparent to the attached stations; to each
communicating pair of stations, it appears that they have a dedicated link.

One refinement is needed in Figure 8.7. Both ends of the line need to be a com-
bination multiplexer/demultiplexer with a full-duplex line in between. Then each
channel consists of two sets of slots, one traveling in each direction. The individual
devices attached at each end can, in pairs, use HDLC to control their own channel.
The multiplexer/demultiplexers need not be concerned with these matters.

Framing We have seen that a link control protocol is not needed to manage the
overall TDM link. There is, however, a basic requirement for framing. Because we
are not providing flag or SYNC characters to bracket TDM frames, some means is
needed to assure frame synchronization. It is clearly important to maintain framing
synchronization because, if the source and destination are out of step, data on all
channels are lost.

Perhaps the most common mechanism for framing is known as added-digit
framing. In this scheme, typically, one control bit is added to each TDM frame.
An identifiable pattern of bits, from frame to frame, is used as a “control channel.”
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A typical example is the alternating bit pattern, 101010. ... This is a pattern unlikely
to be sustained on a data channel. Thus, to synchronize, a receiver compares the
incoming bits of one frame position to the expected pattern. If the pattern does not
match, successive bit positions are searched until the pattern persists over multiple
frames. Once framing synchronization is established, the receiver continues to
monitor the framing bit channel. If the pattern breaks down, the receiver must
again enter a framing search mode.

Pulse Stuffing Perhaps the most difficult problem in the design of a synchro-
nous time division multiplexer is that of synchronizing the various data sources. If
each source has a separate clock, any variation among clocks could cause loss of
synchronization. Also, in some cases, the data rates of the input data streams are
not related by a simple rational number. For both these problems, a technique
known as pulse stuffing is an effective remedy. With pulse stuffing, the outgoing
data rate of the multiplexer, excluding framing bits, is higher than the sum of the
maximum instantaneous incoming rates. The extra capacity is used by stuffing extra
dummy bits or pulses into each incoming signal until its rate is raised to that of a
locally generated clock signal. The stuffed pulses are inserted at fixed locations in
the multiplexer frame format so that they may be identified and removed at the
demultiplexer.

EXAMPLE 8.3 An example, from [COUCO1], illustrates the use of synchronous
TDM to multiplex digital and analog sources (Figure 8.8). Consider that there are
11 sources to be multiplexed on a single link:

Source 1: Analog, 2-kHz bandwidth
Source 2: Analog, 4-kHz bandwidth
Source 3: Analog, 2-kHz bandwidth
Sources 4-11: Digital, 7200 bps synchronous

As a first step, the analog sources are converted to digital using PCM.
Recall from Chapter 5 that PCM is based on the sampling theorem, which dic-
tates that a signal be sampled at a rate equal to twice its bandwidth. Thus, the
required sampling rate is 4000 samples per second for sources 1 and 3, and 8000
samples per second for source 2. These samples, which are analog (PAM), must
then be quantized or digitized. Let us assume that 4 bits are used for each analog
sample. For convenience, these three sources will be multiplexed first, as a unit.
At a scan rate of 4 kHz, one PAM sample each is taken from sources 1 and 3, and
two PAM samples are taken from source 2 per scan. These four samples are inter-
leaved and converted to 4-bit PCM samples. Thus, a total of 16 bits is generated at
a rate of 4000 times per second, for a composite bit rate of 64 kbps.

For the digital sources, pulse stuffing is used to raise each source to a rate of
8 kbps, for an aggregate data rate of 64 kbps. A frame can consist of multiple
cycles of 32 bits, each containing 16 PCM bits and two bits from each of the eight
digital sources.
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Figure 8.8 TDM of Analog and Digital Sources [COUCO1]

Digital Carrier Systems

The long-distance carrier system provided in the United States and throughout the
world was designed to transmit voice signals over high-capacity transmission links,
such as optical fiber, coaxial cable, and microwave. Part of the evolution of these
telecommunications networks to digital technology has been the adoption of
synchronous TDM transmission structures. In the United States, AT&T developed a
hierarchy of TDM structures of various capacities; this structure is used in Canada
and Japan as well as the United States. A similar, but unfortunately not identical,
hierarchy has been adopted internationally under the auspices of ITU-T (Table 8.3).

Table 8.3 North American and International TDM Carrier Standards

North American International (ITU-T)
Number of Number of

Designation Voice Data Rate Level Voice Data Rate

Channels (Mbps) Channels (Mbps)
DS-1 24 1.544 1 30 2.048
DS-1C 48 3.152 2 120 8.448
DS-2 96 6.312 3 480 34.368
DS-3 672 44.736 4 1920 139.264
DS-4 4032 274.176 5 7680 565.148
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The basis of the TDM hierarchy (in North America and Japan) is the DS-1
transmission format (Figure 8.9), which multiplexes 24 channels. Each frame con-
tains 8 bits per channel plus a framing bit for 24 X 8 + 1 = 193 bits. For voice
transmission, the following rules apply. Each channel contains one word of digitized
voice data. The original analog voice signal is digitized using pulse code modulation
(PCM) at a rate of 8000 samples per second. Therefore, each channel slot and hence
each frame must repeat 8000 times per second. With a frame length of 193 bits, we
have a data rate of 8000 X 193 = 1.544 Mbps. For five of every six frames, 8-bit
PCM samples are used. For every sixth frame, each channel contains a 7-bit PCM
word plus a signaling bit. The signaling bits form a stream for each voice channel
that contains network control and routing information. For example, control signals
are used to establish a connection or terminate a call.

The same DS-1 format is used to provide digital data service. For compatibility
with voice, the same 1.544-Mbps data rate is used. In this case, 23 channels of data
are provided. The twenty-fourth channel position is reserved for a special sync byte,
which allows faster and more reliable reframing following a framing error. Within
each channel, 7 bits per frame are used for data, with the eighth bit used to indicate
whether the channel, for that frame, contains user data or system control data. With
7 bits per channel, and because each frame is repeated 8000 times per second, a data
rate of 56 kbps can be provided per channel. Lower data rates are provided using a
technique known as subrate multiplexing. For this technique, an additional bit is
robbed from each channel to indicate which subrate multiplexing rate is being pro-
vided. This leaves a total capacity per channel of 6 X 8000 = 48 kbps. This capacity
is used to multiplex five 9.6-kbps channels, ten 4.8-kbps channels, or twenty 2.4-kbps
channels. For example, if channel 2 is used to provide 9.6-kbps service, then up to
five data subchannels share this channel. The data for each subchannel appear as six
bits in channel 2 every fifth frame.

| |
< 125 ps :
| |
| ' ' ' ' |
i i E 5.18 ps E E<7Channel 244>i
| | | | | . . |
: :<7Channe114>:<7Channe124>: :06477 MS»: L :
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L [1]2]3]a]s]e][7][8]1]2]3]a]s5]6]7]8] [1]2]3]a]s]6]7]8]
193 bits
Notes:

1. The first bit is a framing bit, used for synchronization.
2. Voice channels:

-8-bit PCM used on five of six frames.

+7-bit PCM used on every sixth frame; bit 8 of each channel is a signaling bit.
3. Data channels:

+Channel 24 is used for signaling only in some schemes.

-Bits 1-7 used for 56-kbps service

*Bits 2—7 used for 9.6-, 4.8-, and 2.4-kbps service.

Figure 8.9 DS-1 Transmission Format
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Finally, the DS-1 format can be used to carry a mixture of voice and data chan-
nels. In this case, all 24 channels are utilized; no sync byte is provided.

Above the DS-1 data rate of 1.544 Mbps, higher-level multiplexing is achieved
by interleaving bits from DS-1 inputs. For example, the DS-2 transmission system
combines four DS-1 inputs into a 6.312-Mbps stream. Data from the four sources
are interleaved 12 bits at a time. Note that 1.544 X 4 = 6.176 Mbps. The remaining
capacity is used for framing and control bits.

SONET/SDH

SONET (Synchronous Optical Network) is an optical transmission interface orig-
inally proposed by BellCore and standardized by ANSI. A compatible version,
referred to as Synchronous Digital Hierarchy (SDH), has been published by ITU-
T in Recommendation G.707.2 SONET is intended to provide a specification for
taking advantage of the high-speed digital transmission capability of optical fiber.

Signal Hierarchy The SONET specification defines a hierarchy of standardized
digital data rates (Table 8.4). The lowest level, referred to as STS-1 (Synchronous
Transport Signal level 1) or OC-1 (Optical Carrier level 1), is 51.84 Mbps. This rate
can be used to carry a single DS-3 signal or a group of lower-rate signals, such as
DS1,DS1C, DS2, plus ITU-T rates (e.g.,2.048 Mbps).

Multiple STS-1 signals can be combined to form an STS-N signal. The signal is
created by interleaving bytes from N STS-1 signals that are mutually synchronized.

For the ITU-T Synchronous Digital Hierarchy, the lowest rate is 155.52 Mbps,
which is designated STM-1. This corresponds to SONET STS-3.

Table 8.4 SONET/SDH Signal Hierarchy

SONET Designation ITU-T Designation Data Rate Payload Rate (Mbps)
STS-1/0C-1 51.84 Mbps 50.112 Mbps
STS-3/0C-3 STM-1 155.52 Mbps 150.336 Mbps
STS-9/0C-9 466.56 Mbps 451.008 Mbps
STS-12/0C-12 STM-4 622.08 Mbps 601.344 Mbps
STS-18/0C-18 933.12 Mbps 902.016 Mbps
STS-24/0C-24 1.24416 Gbps 1.202688 Gbps
STS-36/0C-36 1.86624 Gbps 1.804032 Gbps
STS-48/0C-48 STM-16 2.48832 Gbps 2.405376 Gbps
STS-96/0C-96 4.87664 Gbps 4.810752 Gbps
STS-192/0C-192 STM-64 9.95328 Gbps 9.621504 Gbps
STS-768 STM-256 39.81312 Gbps 38.486016 Gbps
STS-3072 159.25248 Gbps 153.944064 Gbps

’In what follows, we will use the term SONET to refer to both specifications. Where differences exist,
these will be addressed.

3An OC-N rate is the optical equivalent of an STS-N electrical signal. End-user devices transmit and
receive electrical signals; these must be converted to and from optical signals for transmission over opti-
cal fiber.
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Figure 8.10 SONET/SDH Frame Formats

Frame Format The basic SONET building block is the STS-1 frame, which con-
sists of 810 octets and is transmitted once every 125 us, for an overall data rate of
51.84 Mbps (Figure 8.10a). The frame can logically be viewed as a matrix of 9 rows
of 90 octets each, with transmission being one row at a time, from left to right and
top to bottom.

The first three columns (3 octets X 9 rows = 27 octets) of the frame are
devoted to overhead octets. Nine octets are devoted to section-related overhead

Framing Framing STS-ID Trace
Al A2 C1 J1
Section | BIP-8 Orderwire User BIP-8
overhead B1 El F1 B3
DataCom | DataCom | DataCom Signal
D1 D2 D3 Label C2
Pointer Pointer Pointer Path
H1 H2 Action H3 Status G1
BIP-8 APS APS User
B2 K1 K2 F2
DataCom | DataCom | DataCom Multiframe
Line | D4 D5 D6 H4
overhead DataCom | DataCom | DataCom Growth
D7 D8 D9 73
DataCom | DataCom | DataCom Growth
D10 D11 D12 74
Growth Growth Orderwire Growth
71 72 E2 75
(a) Transport overhead (b) Path overhead

Figure 8.11 SONET STS-1 Overhead Octets
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Table 8.5 STS-1 Overhead Bits

Section Overhead

Al,A2: Framing bytes = F6,28 hex; used to synchronize the beginning of the frame.

Cl: STS-1 ID identifies the STS-1 number (1 to N) for each STS-1 within an STS-N multiplex.

B1: Bit-interleaved parity byte providing even parity over previous STS-N frame after scrambling;
the ith bit of this octet contains the even parity value calculated from the ith bit position of all
octets in the previous frame.

1l Section level 64-kbps PCM orderwire; optional 64-kbps voice channel to be used between
section terminating equipment, hubs, and remote terminals.

F1: 64-kbps channel set aside for user purposes.

D1-D3: 192-kbps data communications channel for alarms, maintenance, control, and administration
between sections.

Line Overhead

H1-H3: Pointer bytes used in frame alignment and frequency adjustment of payload data.

B2: Bit-interleaved parity for line level error monitoring.

K1, K2: Two bytes allocated for signaling between line level automatic protection switching equipment;
uses a bit-oriented protocol that provides for error protection and management of the SONET
optical link.

D4-D12: 576-kbps data communications channel for alarms, maintenance, control, monitoring, and
administration at the line level.

71,72: Reserved for future use.

1812 64-kbps PCM voice channel for line level orderwire.

Path Overhead

J1: 64-kbps channel used to send repetitively a 64-octet fixed-length string so a receiving terminal
can continuously verify the integrity of a path; the contents of the message are user
programmable.

B3: Bit-interleaved parity at the path level, calculated over all bits of the previous SPE.

C2: STS path signal label to designate equipped versus unequipped STS signals. Unequipped means
the line connection is complete but there is no path data to send. For equipped signals, the label
can indicate the specific STS payload mapping that might be needed in receiving terminals to
interpret the payloads.

Gl: Status byte sent from path terminating equipment back to path originating equipment to convey
status of terminating equipment and path error performance.

F2: 64-kbps channel for path user.

H4: Multiframe indicator for payloads needing frames that are longer than a single STS frame;
multiframe indicators are used when packing lower rate channels (virtual tributaries) into
the SPE.

73-75: Reserved for future use.

and 18 octets are devoted to line overhead. Figure 8.11a shows the arrangement of
overhead octets, and Table 8.5 defines the various fields.

The remainder of the frame is payload. The payload includes a column of

path overhead, which is not necessarily in the first available column position; the
line overhead contains a pointer that indicates where the path overhead starts.
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Figure 8.11b shows the arrangement of path overhead octets, and Table 8.5 defines
these.

Figure 8.10b shows the general format for higher-rate frames, using the ITU-T
designation.

STATISTICAL TIME DIVISION MULTIPLEXING

Characteristics

In a synchronous time division multiplexer, it is often the case that many of the time
slots in a frame are wasted. A typical application of a synchronous TDM involves
linking a number of terminals to a shared computer port. Even if all terminals are
actively in use, most of the time there is no data transfer at any particular terminal.

An alternative to synchronous TDM is statistical TDM. The statistical multi-
plexer exploits this common property of data transmission by dynamically allocating
time slots on demand. As with a synchronous TDM, the statistical multiplexer has a
number of I/O lines on one side and a higher-speed multiplexed line on the other.
Each I/O line has a buffer associated with it. In the case of the statistical multiplexer,
there are n 1/O lines, but only k, where k < n, time slots available on the TDM
frame. For input, the function of the multiplexer is to scan the input buffers, collecting
data until a frame is filled, and then send the frame. On output, the multiplexer
receives a frame and distributes the slots of data to the appropriate output buffers.

Because statistical TDM takes advantage of the fact that the attached devices
are not all transmitting all of the time, the data rate on the multiplexed line is less
than the sum of the data rates of the attached devices. Thus, a statistical multiplexer
can use a lower data rate to support as many devices as a synchronous multiplexer.
Alternatively, if a statistical multiplexer and a synchronous multiplexer both use a
link of the same data rate, the statistical multiplexer can support more devices.

Figure 8.12 contrasts statistical and synchronous TDM. The figure depicts four
data sources and shows the data produced in four time epochs (y, 1, t;, t3). In the
case of the synchronous multiplexer, the multiplexer has an effective output rate of
four times the data rate of any of the input devices. During each epoch, data are col-
lected from all four sources and sent out. For example, in the first epoch, sources C
and D produce no data. Thus, two of the four time slots transmitted by the multi-
plexer are empty.

In contrast, the statistical multiplexer does not send empty slots if there are
data to send. Thus, during the first epoch, only slots for A and B are sent. However,
the positional significance of the slots is lost in this scheme. It is not known ahead of
time which source’s data will be in any particular slot. Because data arrive from and
are distributed to I/O lines unpredictably, address information is required to assure
proper delivery. Thus, there is more overhead per slot for statistical TDM because
each slot carries an address as well as data.

The frame structure used by a statistical multiplexer has an impact on perfor-
mance. Clearly, it is desirable to minimize overhead bits to improve throughput. Typi-
cally, a statistical TDM system will use a synchronous protocol such as HDLC. Within
the HDLC frame, the data frame must contain control bits for the multiplexing



8.3 / STATISTICAL TIME DIVISION MULTIPLEXING 259

s

Synchronous time A B C D A B C D
division multiplexing| ! | ! | ! | ! | 2 | 2 | 2 | 2 | I:l Data
HFirst cycle 4{47 Second cycle4>{ |:| Add
ress
. .St'atlstlcal.tlme' | | Ay | | B, | |Bz | | (&3 | Unused capacity | |:| Unusefd
division multiplexing capacity
F First cycle #Second cycleﬁ

Figure 8.12 Synchronous TDM Compared with Statistical TDM
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operation. Figure 8.13 shows two possible formats. In the first case, only one source of
data is included per frame. That source is identified by an address. The length of the
data field is variable, and its end is marked by the end of the overall frame. This
scheme can work well under light load but is quite inefficient under heavy load.

A way to improve efficiency is to allow multiple data sources to be packaged
in a single frame. Now, however, some means is needed to specify the length of
data for each source. Thus, the statistical TDM subframe consists of a sequence of
data fields, each labeled with an address and a length. Several techniques can be
used to make this approach even more efficient. The address field can be reduced
by using relative addressing. That is, each address specifies the number of the cur-
rent source relative to the previous source, modulo the total number of sources.
So, for example, instead of an 8-bit address field, a 4-bit field might suffice.

Flag Address | Control Statistical TDM subframe FCS Flag

(a) Overall frame

Address Data I

(b) Subframe with one source per frame

Address| Length | Data I s |Address| Length | Data I

(c) Subframe with multiple sources per frame

Figure 8.13  Statistical TDM Frame Formats
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Another refinement is to use a 2-bit label with the length field. A value of 00,
01, or 10 corresponds to a data field of 1, 2, or 3 bytes; no length field is necessary. A
value of 11 indicates that a length field is included.

Yet another approach is to multiplex one character from each data source that
has a character to send in a single data frame. In this case the frame begins with a bit
map that has a bit length equal to the number of sources. For each source that trans-
mits a character during a given frame, the corresponding bit is set to one.

Performance

We have said that the data rate of the output of a statistical multiplexer is less than the
sum of the data rates of the inputs. This is allowable because it is anticipated that the
average amount of input is less than the capacity of the multiplexed line. The difficulty
with this approach is that, while the average aggregate input may be less than the mul-
tiplexed line capacity, there may be peak periods when the input exceeds capacity.
The solution to this problem is to include a buffer in the multiplexer to hold
temporary excess input. Table 8.6 gives an example of the behavior of such systems.
We assume 10 sources, each capable of 1000 bps, and we assume that the average

Table 8.6 Example of Statistical Multiplexer Performance

Capacity = 5000 bps Capacity = 7000 bps
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“Input = 10 sources, 1000 bps/source; average input rate = 50% of maximum.
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input per source is 50% of its maximum. Thus, on average, the input load is 5000 bps.
Two cases are shown: multiplexers of output capacity 5000 bps and 7000 bps. The
entries in the table show the number of bits input from the 10 devices each millisec-
ond and the output from the multiplexer. When the input exceeds the output, back-
log develops that must be buffered.

There is a tradeoff between the size of the buffer used and the data rate of the
line. We would like to use the smallest possible buffer and the smallest possible data
rate, but a reduction in one requires an increase in the other. Note that we are not so
much concerned with the cost of the buffer—memory is cheap—as we are with the
fact that the more buffering there is, the longer the delay. Thus, the tradeoff is really
one between system response time and the speed of the multiplexed line. In this sec-
tion, we present some approximate measures that examine this tradeoff. These are
sufficient for most purposes.

Let us define the following parameters for a statistical time division multiplexer:

I = number of input sources
R = data rate of each source, bps

M = effective capacity of multiplexed line, bps

a = mean fraction of time each source is transmitting, 0 < o < 1

K

M . . . . . .
R- ratio of multiplexed line capacity to total maximum input

We have defined M taking into account the overhead bits introduced by the
multiplexer. That is, M represents the maximum rate at which data bits can be
transmitted.

The parameter K is a measure of the compression achieved by the multiplexer.
For example, for a given data rate M, if K = 0.25, there are four times as many
devices being handled as by a synchronous time division multiplexer using the same
link capacity. The value of K can be bounded:

a< K <1

A value of K = 1 corresponds to a synchronous time division multiplexer, because
the system has the capacity to service all input devices at the same time. If K < «,
the input will exceed the multiplexer’s capacity.

Some results can be obtained by viewing the multiplexer as a single-server
queue. A queuing situation arises when a “customer” arrives at a service facility and,
finding it busy, is forced to wait. The delay incurred by a customer is the time spent
waiting in the queue plus the time for the service. The delay depends on the pattern
of arriving traffic and the characteristics of the server. Table 8.7 summarizes results
for the case of random (Poisson) arrivals and constant service time. For details, see
Appendix I. This model is easily related to the statistical multiplexer:

A= alR

1
T, =—
M
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Table 8.7 Single-Server Queues with Constant Service Times and Poisson (Random) Arrivals

Parameters

A = mean number of arrivals per second

T, = service time for each arrival

p = utilization; fraction of time server is busy

N = mean number of items in system (waiting and being served)

T, = residence time; mean time an item spends in system (waiting and being served)

o, = standard deviation of 7,

Formulas

The average arrival rate A, in bps, is the total potential input (/R) times the fraction
of time « that each source is transmitting. The service time 7y, in seconds, is the time
it takes to transmit one bit, which is 1/M. Note that

T = alR  a A
P=™ " "KM

The parameter p is the utilization or fraction of total link capacity being used. For
example, if the capacity M is 50 kbps and p = 0.5, the load on the system is 25 kbps.
The parameter N in Table 8.7 is a measure of the amount of buffer space being used
in the multiplexer. Finally, 7, is a measure of the average delay encountered by an
input source.

Figure 8.14 gives some insight into the nature of the tradeoff between system
response time and the speed of the multiplexed line. It assumes that data are being
transmitted in 1000-bit frames. Figure 8.14a shows the average number of frames
that must be buffered as a function of the average utilization of the multiplexed line.
The utilization is expressed as a percentage of the total line capacity. Thus, if the
average input load is 5000 bps, the utilization is 100% for a line capacity of 5000 bps
and about 71% for a line capacity of 7000 bps. Figure 8.14b shows the average delay
experienced by a frame as a function of utilization and data rate. Note that as the
utilization rises, so do the buffer requirements and the delay. A utilization above
80% is clearly undesirable.

Note that the average buffer size being used depends only on p, and not
directly on M. For example, consider the following two cases:
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Figure 8.14 Buffer Size and Delay for a Statistical Multiplexer

Case I Case I
1=10 =100
R = 100 bps R = 100 bps
a=04 a=04
M = 500 bps M = 5000 bps

In both cases, the value of p is 0.8 and the mean buffer size is N = 2.4. Thus, pro-
portionately, a smaller amount of buffer space per source is needed for multiplexers
that handle a larger number of sources. Figure 8.14b also shows that the average
delay will be smaller as the link capacity increases, for constant utilization.

So far, we have been considering average queue length, and hence the average
amount of buffer capacity needed. Of course, there will be some fixed upper bound
on the buffer size available. The variance of the queue size grows with utilization.
Thus, at a higher level of utilization, a larger buffer is needed to hold the backlog.
Even so, there is always a finite probability that the buffer will overflow. Figure 8.15
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Figure 8.15 Probabilty of Overflow as a Function
of Buffer Size

shows the strong dependence of overflow probability on utilization. This figure and
Figure 8.14, suggest that utilization above about 0.8 is undesirable.

Cable Modem

To support data transfer to and from a cable modem, a cable TV provider dedicates
two channels, one for transmission in each direction. Each channel is shared by a
number of subscribers, and so some scheme is needed for allocating capacity on
each channel for transmission. Typically, a form of statistical TDM is used, as illus-
trated in Figure 8.16. In the downstream direction, cable headend to subscriber, a
cable scheduler delivers data in the form of small packets. Because the channel is
shared by a number of subscribers, if more than one subscriber is active, each sub-
scriber gets only a fraction of the downstream capacity. An individual cable modem
subscriber may experience access speeds from 500 kbps to 1.5 Mbps or more,
depending on the network architecture and traffic load. The downstream direction
is also used to grant time slots to subscribers. When a subscriber has data t